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1 - Introduction
OH - OSF - bV

KAPPA

1.A What is the purpose of this book?

This book is a living document delivered in electronic (PDF) format. The advantage of this is
that it can be updated regularly with new content. The downside is that you may have to
reprint from time to time.

This publication has three objectives:
e To be a stand-alone technical book that registered users can freely download.

e It constitutes the reference notes for many of the KAPPA training courses:
o Foundation Pressure Transient Analysis
o Advanced Pressure Transient Analysis
o Production Analysis and PDG data
o Dynamic Data Analysis (Parts I & II)
o Specific in-house courses

Based on the particular course, only relevant chapters are compiled. To make the course
easy to follow, all slides used during the course are replicated in this document.

e Finally, although a generic document, it is part of the technical reference manual for the
KAPPA software suite:

o KAPPA Server, a client-server application for PDG reservoir surveillance
o Ecrin, an engineering workstation integrating several dedicated modules:
= Saphir NL for Pressure Transient Analysis
= Topaze NL for Production Analysis
* Rubis for History Matching

* Amethyste for Well Performance Analysis (though we acknowledge that in this first
version on the subject the dedicated chapter is somewhat sparse)

o In this latest version of the DDA book we have added a chapter on Emeraude, the
Production Logging software, that is currently a stand-alone product.
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This book is not designed to teach software functionality. Guided sessions, online videos and
online help exist for that purpose. Here we focus on the methodology involved in the analysis
of dynamic data. However we shamelessly refer to our software and exclusively use KAPPA
screen dumps. This version is synchronized with Ecrin v4.12.

Actually, let us put things in the right order. At KAPPA we do not promote methods because
they are integrated in our software products, it is the other way around. We implement in our
products what we think is right at a given time, and this is what we then show here.

The challenge of this book then was similar to that of Ecrin: to write something that covers a
wide range of disciplines, whilst avoiding duplication and confusion for those who are only
interested in one subject.

We hope you will enjoy reading it as much as it was a painful process to put it together...

The authors

A boring note on Copyrights

Sorry to talk about this dull detail but this is a sign of the times. This book is the intellectual
and commercial property of KAPPA. It is available on our WEB site at no cost to registrants.
You are welcome to download it and print it for your own use. If you are in the academic
world, or even if you are a professional instructor, you are welcome to have it printed for your
students. You are also permitted to take any part of it and integrate it into other media on the
condition that the copyright of KAPPA is added and visible. This applies to the copies of the
copies, etc, etc.

You are NOT allowed (and KAPPA reserves the right to take legal action and would):
e To commercialize this book in whole or in part;

e To use any part of this book in any media format without a clear reference and
acknowledgement to KAPPA.

We have seen in the past that some of our diagrams and figures, available from our software,
on-line help or the support material we deliver with our courses, have been used in other
publications. KAPPA has no objection to this however we do ask, and expect, to be
acknowledged. Since the foundation of the Company KAPPA has regularly and systematically
officially registered its software and supporting diagrams and figures. In addition the figures
we insert in our published documents are bitmap exports of vector (Illustrator™) original
documents that we also keep and register. So we can prove both the chronological and
technical history of our supporting material.
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1.B What is Dynamic Data Analysis?

Not so long ago the only source of dynamic data was the welltest. When KAPPA started in 1987
with was still the case, and all this was called welltest interpretation (WTI).

Things started to drift when the same tools were applied to other operations: particularly nice
formation test data, unplanned shut-ins recorded by the first permanent measurements, etc.
Welltest interpretation was then rebranded Pressure Transient Analysis (PTA).

Things drifted even more when people started to look at rates and pressures at the much
larger time scale of the well production life. People started entering data in PTA software, but
this was wrong, as models and hypotheses to apply at these time scales were different.

The basic, empirical tools of rate decline analysis were given more substance with ad-hoc
superposition, various loglog plots and models already developed for PTA. We ended up in the
early 2000’s with what is called today Rate Transient Analysis (RTA) or Production Analysis
(PA). Though both terms are valid, in this book we will use the latter.

The development of Permanent Downhole Gauges (PDG) brought an unexpected mine of
PTA and PA data. However data sets were massive, and data usable only with the development
of smart filters and dedicated client-server applications. The amount of processing required
dedicated software tools, and a first workflow was defined, mainly by KAPPA.

Then came the ‘Intelligent Fields’. They are not so intelligent yet, but they should become so
by a smart combination of permanent measurements, a federating data model and an
enhanced workflow that would let automatic processes do most of the ground work while
engineers would work by exception on data / cases / wells that require remedial decisions.

Even simulation ended up in the area of dynamic data. Dedicated numerical model could
History Match (HM) the production information and permanent gauge data. In order to be
reasonably fast this would not be done by large simulators, but by numerical models
intermediate between a single tank material balance and full field simulators.

In KAPPA the four elements above were integrated in Ecrin (French word for jewel box),
including Saphir NL (PTA), Topaze NL (PA) and Rubis (HM). PDG data processing was handled
by Diamant Master, a client-server application.

In the meantime other methods were integrated in the workflow:

Production Logging (PL) used to be run when something was wrong with the well
production, and Emeraude was developed separately by KAPPA in the mid-1990s. In the past
twenty years this perception has evolved, and PL is now a full scale reservoir tool, especially in
multilayered formations and for complex well geometries.

If we consider that all the above deal with transient data (even very long transients) Well
Performance Analysis (WPA) is somewhat at the junction between the transient and the
steady state (or pseudo-steady state) worlds. Though it generally uses steady-state models it
is applied in transient analysis to correct responses to datum. It shares the IPR’s with the PTA,
and used the same well models and flow correlations as the PL.
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After this long introduction we may get to our basic definitions:

Dynamic Flow describes any intended or unintended flow process, during exploration or
production operations, where diffusion of fluid takes place within a reservoir. In most cases the
dynamic flow will be human made, by putting one or several wells in production, and/or by
injecting fluids into one or several wells. This however is not strictly required. Drilling and
completing a well crossing several commingled zones may create a crossflow without the well
producing, and this will also qualify as a dynamic flow.

Dynamic Data are the set of measurements of physical properties that are somewhat
impacted by the dynamic flow. This data may be versus depth (e.g. production and
temperature logs), versus time (e.g. usual pressure, temperature and rate data) or both (e.g.
fiber optics data).

Dynamic Data Analysis is simply the process of interpreting and modeling the dynamic data.
As introduced before, this includes Pressure Transient Analysis (PTA), Production Analysis (PA),
History Matching (HM), Well Performance Analysis (WPA), Production Logging (PL). In the
figure below we have even added a specific item for Formation Testers, even though it is not
yet the focus of a specific KAPPA product.

Formation

Pressure Testers

Transient

Analysis Well
. Performance
Analysis of Analysis
Production Dynamic Data
Analysis

Production
Logging

History
Matching

Fig. 1.B.1 — Dynamic Data Analyses

The previous version of the KAPPA book was called Dynamic Flow Analysis. When we released
it we believed this term would become the industry standard. It was the name of a specific SPE
ATW in Kota Kinabalu in 2004: “From Well Testing to Dynamic Flow Analysis”.

However the term Dynamic Flow Analysis was not embraced in the industry and had somewhat
become a KAPPA brand (thanks to the good success of this book), which is absolutely not what
we had in mind. Also DFA was an acronym already used in the industry for Formation Tests.

As the industry accepted term now seems to be ‘Dynamic Data’ we have decided to eat our hat
and rename the technique as per the industry standards.
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The schematics below show the space scales of the different components of Dynamic Data
Analysis. Areas are naturally not exclusive, and there are overlaps:

Formation Testers (FT, yellow) share some diagnostic and modeling tools with PTA. It
brings a vertical understanding beyond what standard PTA can do. The diffusion allows FT
to see beyond the direct surrounding of the well. However the connection between the
duration of the test and the investigation area does not match, despite some opposite
claims, what a standard welltest will laterally see.

PTA (blue disk) brings information in an intermediate area around the well (the infamous
radius of investigation). Deconvolution on several shut-ins provides information beyond
the investigation zone of individual build-ups (blue circle).

Though it can use multi-well models and diagnostics, PA (orange) typically gives long term
information on individual wells in their respective drainage areas.

HM (red) will do the same in multiple-well mode, exclusively using a numerical model
PL (green) provides detailed information inside the well in front of the producing intervals

WPA (purple) models the well productivity, its evolution in time and sensitivity to
completion options. It also provides a means to correct pressure and rates to datum.

FT
B PTA
I PA
B HMm

B PL
B WPA

Fig. 1.B.2 — Schematics in the X-Y and X-Z planes
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1.C Pressure Transient Analysis (PTA)

When PTA was still called Well Test Interpretation, analyses were performed on data acquired
during dedicated operations called well tests.

A typical well test set-up is shown in the figure below. Temporary equipment is installed
downhole and at surface, the well is put on production under a predefined program and the
diagnostic is performed, generally on a shut-in period after a clean-up phase, an initial shut-in
and a stable production phase during which producing rates are measured at the separator.

Fig. 1.C.1 - Typical well test setup

The data absolutely required to perform a PTA are the rates, the pressures (preferably
downhole), the fluid PVT and a few additional parameters (well radius, pay zone, etc) required
to switch from a qualitative to a quantitative analysis.

Rates

Pressures -
\ Analysis
PVT [&]—

Other infos [ 2|

Fig. 1.C.2 - Required data for Analysis
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The main flow regime of interest is the Infinite Acting Radial Flow, or IARF, which occurs after
well effects have faded and before boundaries are detected. IARF may not always be seen.
IARF provides an average reservoir permeability around the well, the well productivity (skin).
When the well is shut in we also get an estimate of the reservoir static pressure (p* or pi). The
first PTA methods were specialized plots (MDH, Horner) introduced in the 1950’s to identify
and quantify IARF. Other specialized plots dedicated to other flow regimes followed through.

. e — Pi 1 P*
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Fig. 1.C.3 — MDH plot Fig. 1.C.4 - Horner plot

In the 1970’'s loglog type-curve matching techniques were developed to complement straight
lines. One would plot the pressure response on a loglog scale on tracing paper and slide it over
pre-printed type-curves until a match is obtained. The choice of the type-curve and the
relative position of the data (the match point) provided physical results. These methods were
of poor resolution until the Bourdet derivative was introduced.
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Fig. 1.C.5 - Manual Drawdown Fig. 1.C.6 — Drawdown Type Curve
type curve matching

In 1983, the Bourdet derivative, i.e. the slope of the semilog plot displayed on the loglog plot,
increased the resolution and reliability of a new generation of type-curves.
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Fig. 1.C.7 - Superposition plot Fig. 1.C.8 - Derivative plot
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Fig. 1.C.9 - Bourdet derivative type curve

Type-curve techniques turned obsolete in the mid-1980s with the development of PC based
software and the direct generation of more and more sophisticated analytical models, taking
into account the complete pressure and flow rate history.
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The core diagnostic tool remained the Bourdet derivative. Solutions were no longer unique,
and the engineer was challenged to search for the most consistent answer by considering
information available from all sources. The match of the model on the real data governed the
validity of these analysis, while straight-line methods were made redundant.
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Fig. 1.C.13 - 1990-2000’s - PC based PTA

Beyond superposition and the use of more sophisticated models, PC based software allowed
nonlinear regression to improve results by history matching the data with the models.
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Despite the spread of more and more complex analytical models and various pseudopressures
developed to turn nonlinear problems into pseudolinear problems accessible to these analytical
models, there was a point where analytical models would not be able to handle the complexity
of some geometries and the high nonlinearity of some diffusion processes. The 1990’s saw the
development of the first numerical models dedicated to well testing, though the spread of
usage of such models only took place in the early 2000's.
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Fig. 1.C.14 - History match Fig. 1.C.15 — Numerical models

One would expect that most developments to come will be technology related, with more
powerful processing, higher graphics and higher amount of data available. For sure we are also
going to see in the years to come expert systems that will be able to approach the capacity of
human engineers, in a more convincing way than the work done on the subject in the 1990’s.

However the surprise is that we may also see fundamental methodology improvements. The
‘surprise’ of the past decade has been the successful publication of a deconvolution method
which, at last (but we caveats) can be useful to combine several build-ups in a virtual, long
and clean production response. Other surprises may be coming...
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1E-3 0.01 0.1 1 10 100
Fig. 1.C.16 - Deconvolution
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1.D Production Analysis (PA)

PA started in the 1920’s, when Arnold and Cutler established the first empirical relations for
economic purpose but with no physical relation to actual reservoir engineering. The objective
was more or less to find the right scale, draw a straight line and extrapolate.

CALENUAR YHARS.
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Fig. 1.D.1 — Arnold plot (1919) Fig. 1.D.2 — Cutler plot (1924)

Things improved marginally with Arps in the 1940’s, with the formulation of constant pressure
exponential, hyperbolic and harmonic decline responses:

10
55007 —— —_—
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0 100 200 300 400 500 600 700 800 900 1000 1E-4 1E-3 0.01 01 1 10
Fig. 1.D.3 - Arps plot Fig. 1.D.4 - Fetkovich type curve

The first loglog, well test style type-curves came with Fetkovich in the 1970’s, still assuming
constant flowing pressure at a time where the well test community was moving towards
superposition / convolution of the flow rates.
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Superposition and derivative came ten years later, with the work of Blasingame et al., and a
new presentation was proposed, with normalized rate pressure instead of normalized pressure
rate values, and an adjusted time scale (material balance time):
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Fig. 1.D.5 - Blasingame plot:
Normalized rate Pressure

At this stage, PA’s theory had caught up

1 10 100 1000

Fig. 1.D.6 — The loglog plot:
Normalized pressure rate

with PTA, but with no effect on day-to-day PA which

remained, until very recently, constrained to ‘old’ tools implemented at the periphery of
production databases. Producing pressures would be overlooked, hence missing the
opportunity to account for superposition. When forward-thinking people wanted to use both
pressure and rates, they would do this in a PTA software. However this was wrong, as
assumptions made in PTA are not necessarily valid over the time scale of the well production.

The move to modern PA commercial software is recent. One key factor was the spread of
permanent surface and downhole pressure gauges, making real analysis using both production
and pressure data. Commercial PA packages such as KAPPA's Topaze, were then released.

The complementarity with PTA was also the key to the recent success of modern PA.
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1.E Permanent Downhole Gauges

With the increasingly frequent installation and use of permanent downhole gauges (PDG) and
other measuring instruments we are receiving data at a high acquisition rate and over a long
time interval. Put crudely, if we multiply high frequency by long duration we get a huge
number of data points; typically 30 million, but sometimes up to 300 to 500 million.

Conversely, the number of data points needed for an analysis remains small:

e Low frequency data for production analysis and history matching. If rates are acquired
daily, a pressure point per hour will do. This means less than 100,000 points for ten years.

e High frequency data or Pressure Transient Analysis. Assuming 100 build-ups with 1,000
points extracted on a logarithmic time scale for analysis, coincidentally this is another,
albeit different, 100,000 points.

Even for huge data sets, 200,000 points are plenty to cope with the required processing, i.e.
two orders of magnitude less than the median size of the actual raw data set. Unlike the size
of the raw data, 200,000 points is well within the processing capability of today’s PC.

However we need some smart filtering algorithms to obtain these points.

In addition we generally have high frequently, high quality pressure data. We cannot say the
same for rates, which are generally of poor quality. In most cases individual well productions
are not measure but allocated using simplistic methods. A successful automatic processing of
the pressures also requires a successful automatic identification of events of interests and a
correction of the allocated rates.

Though such processing cannot qualify as ‘analysis’, it is an essential element to define our
ability to process permanent data. This will be presented in a dedicated chapter of this book.
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for 200,000 PDG data points rate data ready for PA and PTA analyses
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1.F Other candidates for Dynamic Data Analysis (DDA)
1.F.1 Formation testers

These are tools run on electric line and that can push a probe into the formation or set two
packers over a short interval of the reservoir. This allows production of formation fluid into a
small closed chamber. The tool is primarily used to obtain formation pressures versus depth to
determine the formation fluid gradients and pick fluid contacts. With accurate pressure gauges,
permeability and skin estimates can be obtained. Fluid samples can also be obtained using this
tool.
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Fig. 1.F.1 — Formation tester loglog plot Fig. 1.F.2 — Formation tester history plot

1.F.2 Temperature diffusion

DTS Distributed Temperature Sensor

This technology allows us to measure temperature, and other parameters, at any time and
depth along a fiber optic cable placed in the well.

Once installed in the well, the cable may be interrogated at any time using nanosecond bursts
of laser light. As it travels down the optical fiber the light interacts with the structure of the
fiber causing the emission of short pulses of light that bounce back along the cable to the
source. This is then analyzed by the surface instrumentation to determine the temperature, or
other parameters, at the point of origin of the ‘bounce back’. The continuous monitoring of the
returning light allows the construction of a continuous temperature profile along the producing
zones. This can then be used to assess the layer contributions, water and/or gas breakthrough,
monitor the effectiveness of gas lift systems and help in detecting problems with the optimum
productivity potential of the well.

ATS Array Temperature Sensing

The main difference between ATS and DTS is that in an ATS installation the measuring of the
returning light bursts are not continuous along the fiber; instead dedicated measuring nodes
along the fiber are used. The advantage is that shorter parameter sampling rate can be used.
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1.G Book content

Version 4.12 of this book is synchronized with the release of Ecrin v4.12, and with Emeraude
v2.60. However the process is not complete, and we have deliberately by-passed some specific
issues to focus on what we consider to be the fundamentals that are needed before performing
analyses.

Chapter 1 - (this) Introduction

Chapter 2 — Theory
Includes the hypotheses, equations and solutions at the root of the models and methods
implemented in PTA and PA.

Chapter 3 - PTA - General Methodology (PTA)

Includes the classical tools and modern methods that were developed in well test
interpretation, then pressure transient analysis, for both gas and oil. We also cover some
operational issues in well testing such as test design, data acquisition and quality control.

Chapter 4 - Production Analysis (PA)
As for PTA, this covers the classical tools and modern methods that were developed to perform
production analysis and history match production data.

Chapter 5 to 8 - wellbore (5), well (6), reservoir (7) and boundary (8) models

These chapters are an itemized review of models used in both PTA and PA. We follow the logic
implemented in the definition of the analytical models used in the Ecrin modules, PTA (Saphir)
and PA (Topaze). We split models by category, progressing away from the wellhead, moving
from wellbore, to well, reservoir and finally boundaries.

Chapter 9 - PVT
Describes the PVT models and flow correlations used by both PTA and PA.

Chapter 10 - Numerical models
Includes the additional capabilities offered by numerical models in handling complex
geometries and nonlinear problems such as gas diffusion, multiphase flow and non-Darcy flow.

Chapter 11 - PTA Special test operations
Includes techniques that are not usually considered as standard well tests, such as formation
testing, slug, multilayer and interference tests.

Chapter 12 - Well modeling and Performance Analysis
Includes the tools (VLP, IPR, etc) developed in well modeling and performance analysis.

Chapter 13 - Permanent Downhole Gauges
Includes the new information available from PDG data, the issues linked to the massive
amount of data acquired and stored, and the solutions the industry has developed.

Chapter 14 - Production Logging
This introduction to production logging covers the governing principles, typical tools and
operations and interpretation methods. It is a fairly high level yet complete overview.

What is NOT yet in this book:

We wanted to get this book released and therefore faced a dilemma; wait for everything to be
ready or wait for later versions to include some additional content. We took the latter option
and so the following subjects are not in this current version: Temperature diffusion,
Unconventional reservoirs
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1.H How many equations do you want?

As we know people love or hate equations. Of course people want to have ‘practical’ training;
because the silly alternative is ‘impractical’ training. But it would be a mistake to completely
turn our back on the equations, and ‘dumb down’ the learning.

Although we know that people with a solely academic background may miss the point if they
do not understand the practical world, likewise it makes little sense for wholly practical people
to have no understanding of the theoretical background.

Engineers with an excellent practical experience but no theory may be making mistakes of
which they are blissfully and completely unaware.

So, as with anything else, this is just a matter of common sense.

Knowing the theory means knowing the assumptions, and knowing the assumptions means
knowing the limitations of the theory.

There is one thing for sure: PTA and PA are not just about knowing how to operate the
software. That's the easy bit. The software is just a tool. It is the Engineer who makes the
interpretation.

So we have decided to provide two levels of reading in this book, and we leave you to choose:

e The main, white sections will only show the practical side of things, the qualitative
explanations, and the behavior equations, i.e. those you would have to apply for, say, a
specialized analysis using your own spreadsheet. It will also show basic equations, but not
the details of derivation of these equations. You will be spared disappearing into
dimensionless and Laplace space (Captain).

e If you would like, at least once in your life, to follow the process of the derivation of the
diffusion equation, line source solution, finite radius well, closed systems, gas
pseudopressures, the yellow sections are just for you.
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1.1 Other books for reference

If you want to learn how to perform DDA the KAPPA book you have in your hands right now is
certainly the most practical you will find ©. If you do not believe it, or if you wish to expand
your reading, we invite you to plough through some, or for the real masochist, all of the
following learned tomes:

For normal people:

1. ‘Advances in Well Test Analysis’: SPE Monograph Vol. 5 by Robert C. Earlougher, Jr. in
1977: This is a monument. Get one even if the content is a bit outdated (no Bourdet
Derivative). It will remain for a long time a mine of references.

2. ‘Transient Well Testing’: SPE Monograph Vol. 23, published in 2009 though it was supposed
to get out in 1990. Ten different authors (including OH), 850 pages that are sometimes
pretty heterogeneous, but still a must-have.

3. ‘Modern Well Test Analysis, a computer-aided approach’ by Roland Horne, Petroway Inc.
1995: The first book which really integrated the current methodology based on the Bourdet
derivative. Still today a very good complement.

4. ‘Well Test Analysis: The use of advanced interpretation models’, by Dominique Bourdet,
Elsevier 2002: Three good reasons to get it: (1) with the Bourdet derivative, Dominique
certainly made the single most important contribution to modern Pressure Transient
Analysis and, indeed, to Production Analysis; (2) Dominique started KAPPA with Olivier
Houzé in 1987, and he left in 1991; (3) his book is very close to our philosophy. It now
lacks Production Analysis, deconvolution and numerical models, but it is still a must-have.

For those from the dark side who love equations and wish to understand everything:

1. ‘Conduction of Heat in Solids’, Carslaw & Jaeger: A mother lode from where the petroleum
industry has been mining many ideas. Equations need adaptation, but they are all there.

2. ‘Handbook of Mathematical Functions’, Abramowitz & Stegun: All you need to navigate your
starship through Laplace Space and Bessel Functions. A must-have if you write code.

3. Raj Raghavan: '‘Well Test Analysis’, Prentice Hall 1993: Raj just loves equations. Do not try
to count. He must have been paid by the Integral and this is, actually, the strength of this
book. An excellent set of theoretical references.

There are other very good books, apology for not referencing them all...
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2 — Theory

OH - OSF - DV

KAPPA

2.A Diffusion equation
2.A.1 Darcy’s law

Darcy’s original experiment (Henry Darcy, France, 1856) is shown below. It was initially set to
study the pressure loss due to the flow of water in sand filters.

Fig. 2.A.1 - Darcy’s experiment

In this experiment, Henry Darcy established a linear relation between the horizontal flow rate
across a section of porous medium and the pressure gradient across the same section.

Using today’s conventions, in Field Units, the relation discovered by the Darcy’s experiment
can be written:

A—Lp _ _gg72 ¥

kA

Its differential form can be given in linear coordinates for linear flow and in cylindrical
coordinates for radial flow. For radial coordinates the flow rate is assumed to be positive for a
producing well, i.e. flow towards the well:

Darcy’s law in linear coordinates, in the x direction: %» =-887.2 il
OX k., A
0
Darcy’s law in radial coordinates: r—p =141.2q—’u

or kh
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Darcy’s Law states that the pressure drop between two points, close enough to consider all
parameters to be constant, will be:

e proportional to the flowrate density (g/A)
e proportional to the fluid viscosity (n)
e inversely proportional to the reservoir permeability (k)

Darcy’s Law is a fundamental law in dynamic data analysis. It is used to model the flow in
several compartments in the reservoir:

e At any point of the reservoir, it is one of the three equations that will be used to define the
diffusion equation (see next section).

e When the well is flowing, it determines the pressure gradients at the sandface.

e Close to reservoir boundaries it determines that the pressure gradient towards a no-flow
boundary is flat, or it allows the determination of the inflow from the pressure gradient.

Darcy’s law assumes a linear relation between the flow of fluid in one direction and the
pressure gradient, corrected for gravity, in the same direction. This assumes that the density
of flow is small enough to avoid turbulent behaviour.

When there is turbulence, a quadratic term is added and Darcy’s law is replaced by the
Forscheimer’s equation. We then speak about non-Darcy flow. In most cases, non-Darcy
problems will be solved with a numerical model.

2.A.2 The diffusivity equation

The diffusivity equation describes how, in an elementary piece of rock, the pressure will react
in time as a function of the local pressure gradient around this piece of rock.

There may be as many diffusivity equations as there are assumptions on what is happening
downhole. The basic theory in Dynamic Data Analysis uses the simplest possible diffusivity
equation, assuming the following:

e The reservoir is homogeneous and isotropic.

e The fluid is single-phase and only slightly compressible.

e Gravity effects are ignored. If they were not the diffusivity equation would be written in
terms of potential and not pressure.

e Darcy’s law applies.

e Reservoir and fluid properties are independent of the pressure.

Under these conditions, the diffusivity equation is derived from the combination of:

(1) The principle of conservation of mass
(2) Darcy’s law
(3) Slightly compressible fluid equation

Some more complex versions of the diffusivity equation will have different components:
Darcy’s law may be replaced by the Forscheimer’s equation, and more complex PVT models
may be used: real gas diffusion, multiphase black oil correlations or an Equation of state.
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Derivation of the diffusivity equation:
The diffusion equation is derived from the combination of three elementary equations:

The law of conservation of mass: this is a ‘common sense’ law that states that nothing is
ever created or lost; things just move or transform themselves (Antoine Lavoisier, France,
1785). The formulation for an elementary piece of rock is that ‘mass in’ minus ‘mass out’ =
‘accumulation’.

We consider the flow in the x direction of a fluid through a (small) area A, between x and x+8x
and between time t and t+&t. Considering that 1 bbl/day = 0.23394 ft3/hr, we get the
following equation

Conservation of mass:  Mass,, — Mass,,, = Accumulation = Mass,;,, — Mass, .

after

Conservation of mass:  [0.23394q, &t ], —[0.233940q,&] ., =[pdAK]. 4 — [ofAXK]

Differential form: —0.23394 P, = A@(pqﬁ)
OX ot

The second equation we will use relates the rate in a direction to the pressure gradient in this
direction. The simplest among these equations is Darcy’s law (Henry Darcy, France, 1856),
which establishes a linear relation between the speed and the pressure gradient, the linear
factor being a function of one reservoir property (the permeability) and one fluid property (the
viscosity).

, N k,A op
Darcy’s law in the x direction: i, ==
887.2 ox
So we get: —0.233942 _ma_p _ AM
ox| 887.2u ox ot
This simplifies to: M = 0,0002637|(X ﬁ B@
ot OX | u OX

It is from the equation above that we will start when dealing with real gas. Now we are going
to focus on slightly compressible fluids. The first term can be developed as:

First term: M:M@: p%+¢8_p @:p E%Jrl@_p @
ot op ot op op | ot pop pop|ot
Now el Gt 0.0002637 X 0| PP |_|104 10p |
ppox|udx] |pop pop|at

The two terms between brackets in the second member of the equation are the formation
compressibility and the fluid compressibility:

_10¢

g op
_1op

fluid _p 6p

Formation compressibility: C;

Fluid compressibility:
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New differential form: P _0.0002637— K O1POP
ot PPCs + Cuig | OX |t OX

The last equation required is PVT related, in order to assess the relation between the fluid
compressibility and the pressure. The simplest equation that can be used is the slightly
compressible fluid, assuming that the fluid compressibility is constant, i.e. independent of
the pressure. So we get a total constant compressibility:

Slightly compressible fluid: C, =C; +Cyq,q = Constant
0 15} 0*

Also we can consider that: g\PAR P ,0 p
OX| pox | uox

We finally get the diffusion equation in the x direction:

o'

2

Diffusion equation; direction x:
Ct

The process above was dealing with the flux in only one direction. If we consider now the flux
through an arbitrarily small cube in all three directions, we get:

2 2
kTP TR, P
OX Yoy?  t ooz
guc,

If we consider an isotropic reservoir, all permeability components are equal to a unique
permeability, k:

Generic diffusion equation: 2—? =0.0002637 {

Isotropic diffusion equation:

2 2 2
P _ 00002637 K| 9P, TP L TPI_ 0002637 v7p
ot quc, | oX° oy° oz quc,
The operator on the right end side is called the Laplace operator, or Laplacian. It is also written

Ap, but we will avoid this form in order not to cause confusion with the pressure change in
time, also noted Ap.

2.A.3 Diffusion in a homogeneous isotropic reservoir

When combining the law of conservation of mass, the simplest pressure gradient equation
(Darcy’s law) and the simplest material balance relation (slightly compressible fluid
assumption), we get the simplest version of the diffusion equation, given below in three
different forms:

General form: @20.0002637 K Vip
ot Dy,
Radial flow: P _ 0.0002637—F 1 (8pj
ot Gy, r|ior\ or
« &'p

2

Linear flow: 6_p =0.0002637
ot ®yc, OX
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Physical meaning: If we look at the last relation and consider the flow in only one direction:

e If the curvature of the pressure profile is positive, the pressure will locally increase. If the
curvature is negative the pressure will decrease. The speed of the pressure change, in
whatever direction, will be proportional to this curvature.

e If the permeability is large, the pressure change will be fast. Basically, the more permeable
the formation, the quicker the formation fluid will react to a local pressure disturbance.

e If the viscosity is large, the pressure change will be slow. Basically, the more viscous the
fluid, the slower the formation fluid will react to a local pressure disturbance.

e The ratio k/u, to which the speed of reaction is proportional, is also called the mobility.

e If the porosity is large, the pressure change will be small, and therefore, at a given time,
relatively slow. Basically, the more porous the formation, the lower the pressure change
that will be required to produce / receive the same mass of fluid.

e If the total compressibility is large, the pressure change will be small, and therefore, at a
given time, slow. Basically, the more compressible the formation is, the lower the pressure
change required to produce / receive the same mass of fluid.

e The term 1/¢c;, to which the amplitude of the reaction is proportional, is also called the
storativity.

e Mobility and productivity seems to play the same role in the diffusion equation. However
the mobility will also be found in the inner boundary conditions and this is where the role of
the different parameters will diverge.

Generally, the diffusion equation used in most analytical models is the radial formulation. The
reference point of such a radial solution is the producing or injecting well. This system of
coordinates is well suited to model radial flow to and from the well. In the following we will
stay in radial coordinates.

The diffusion equation shown above describes the flow of what we call a homogeneous
reservoir where this same, unique equation will be applied everywhere in the reservoir. More
complex reservoirs can be modelled, and this diffusion equation will be replaced by
formulations involving different pressures at the same point (double-porosity, double-
permeability reservoirs) or changing diffusivity and mobility in different locations (composite
reservoirs). The different reservoir models are detailed in the chapter on the subject.
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2.B Initial, well and outer boundary conditions

The diffusion equation describes how the fluid pressure in a local piece of rock will locally react
to a pressure disturbance. This equation defines how the system will react far from the
boundaries and the wells.

In order to define a problem completely we need to know a starting point, i.e. the initial state
of the system, and how the fluid flow will be constrained at the well and at the natural limits of
the reservoir.

2.B.1 Initial conditions

The most common condition, and the only easy state to model analytically, is to assume that
at a reference time 0, corresponding to the time when the sequence of production starts, the
reservoir was at initial uniform pressure p;. This simple equation can be written:

In Cartesian coordinates: VX, Y,z p(t =0,X, y,z): P,
Assuming a radial symmetry: vr p(t =O,r)= p;

In the case of a multilayer analysis, if the reservoir layers are commingled there could be one
such equation for each independent layer. If the pressure difference between the different
layers is not the static gradient in the wellbore, it means that cross-flow will occur between the
different layers as soon as the well is perforated, even if it is not flowing.

It is also possible to start a problem with a dynamic pressure situation. This will be, typically,
the 'restart' of a simulator run from which one wants to run a test on a new, additional well.
This kind of situation is however only possible when using a numerical model.

2.B.2 Well conditions

All equations above (diffusion, initial and outer boundary conditions) lead to a nicely uniform
reservoir at initial pressure, forever. What changes this million-year-old equilibrium is the
disturbance created by man-made producing or injecting wells. We generally take 0 as the
time of the initial disturbance.

The simplest realistic model is a vertical well, of radius ry,, fully penetrating the formation. The
inner condition is nothing more than Darcy’s law calculated at the sandface. In the case of a

0 B
homogeneous reservoir this will write: Finite radius well: {r a—p} :141.2qk—h'u
r It

As the flow rate q is generally given at standard conditions, the volumetric downhole rate g is
calculated by multiplying the standard rate by the reservoir volume factor B. In the simplest
cases this volume factor is considered constant. Otherwise a PVT equation must be used to
dynamically calculate the volume factor.
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An unrealistic but very convenient model of well condition is the line source, corresponding to
the same Darcy’s law but for the limit case of a well of radius zero.

Line source well: Iim[ra—p} :141.2qB—’u
r—0,t kh

The line source problem is interesting because it is easier to solve, faster to run and the
calculation of this solution at r=r,, is a good approximation of the finite radius solution and for
any practical purpose it is exactly the same solution within the formation, when r>r,,. It is the
solution of choice to simulate interference tests and image wells for boundary effects (see the
chapter on boundary models).

Other inner boundary conditions correspond to Darcy’s law applied to more complex well
geometries (fractures, limited entry, horizontal, slanted, multilateral, etc), and are detailed in
the chapter on well models.

In most cases, the production of the well will be affected by wellbore effects, generally
modelled using what we call the wellbore storage. This notion is developed in the Wellbore
chapter.

In these cases there is a time delay in the production / shut-in, and the well condition also
includes a wellbore component. The simplest model is a constant wellbore storage applied to a
well opened and shut in at surface. The modified equation, for a finite radius well, with
wellbore storage:

op

or ] . kh

2.B.3 Outer boundary conditions

Another set of equations is needed to define how the fluid reacts close to a natural boundary.
This could be the outer boundary of the system, or even intermediate faults.

The simplest condition to model analytically is that there is no boundary at all, i.e. that the
reservoir is of infinite extent in all directions. The equation for such system is:

Assuming radial symmetry: Iim[p(r1t)]r—>oo =D

Naturally and unfortunately, no reservoir is infinite. However, in pressure transient analysis
this model is easier to generate and will match the data over the duration of the well test, as
long as the test is short enough for no lateral boundary to be seen.

Infinite reservoir models are unlikely to be used in production analysis, where such a
hypothesis is unlikely to be met over the extended time range of such analysis.
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2.C Line Source Solution in a homogeneous infinite reservoir

We now consider the simplest problem we can find: the diffusion in a homogeneous infinite
reservoir, starting at initial uniform pressure p;, produced by a vertical line source well. The
derivations in the following section can be skipped.

2.C.1 Derivation

The complete real problem is described with the four following equations:

Homogeneous radial diffusion: @ =0.0002637 i 1 E(r@j
ot Guc, r{or\ or
Uniform initial pressure: p(t =0, r): p;
Infinite reservoir: lim[p(r,t)]_. = p,
Line source well: Iim{r @} :141.2(18;’“
ar r—0,t kh

The problem is simplified by introducing dimensionless variables that will integrate all other
parameters and end up with a unique set of equations that we will solve analytically once and
for all. These dimensionless parameters are not only useful to solve the problem. They have a
historic importance, as they were at the origin of the method of type-curve matching (see the
‘old stuff’ in the PTA Chapter ). Though it does not look like it, there are not so many ways to
simplify the complete set of equations. The dimensionless parameters are defined as:

Dimensionless radius: s _ L
r.W
. . . kt
Dimensionless time: t, =0.0002637 5
D1,
Dimensionless pressure: p —L(p = p)
' ° 141.2qBy

Please note that it is not strictly necessary to introduce the dimensionless radius to solve the
problem. However we will approximate the solution at the well by taking the line source
solution at r=r,,. In addition, these dimensionless terms with this definition of rp will be used to
exactly solve the finite radius problem, later in this chapter. Injecting the dimensionless terms
in the physical problem brings us to the dimensionless problem:

Homogeneous radial diffusion: %Po =i 2 o Po
ot, ry|or orp
Uniform initial pressure: Pp(t, =0,r,)=0

Infinite reservoir: IimlpD(rD 15 )J= 0
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: . 0
Line source well: lim| r, Po =-1
r-D
rp,—0,tp

We will now focus on the dimensionless diffusion equation. As for any diffusion problem, the
equation can be further simplified by moving the problem into Fourier space (Joseph Fourier,
France, 1822) or Laplace space (Pierre-Simon de Laplace, France, 1820). We will use here the
Laplace transform, under which the diffusion equation, combined with the initial condition
becomes:

Laplace Transform: BD(U, rD): I pD(tD, rD)eXp(_ Uto)dto
tp=0
Diffusion Equation in Laplace space: UBD :i i P8 9Po
Iy | orp or,

This equation is known to be a modified Bessel equation (Wilhem Bessel, Germany, 1824), the
generic form of the solution uses modified Bessel functions:

Generic Modified Bessel solution: Polu,ry)= A(U)KO(rD\/U) + B, (rp Ju)

Ko and I, are the modified Bessel functions of order zero. The unknown functions A and B are
taken from the inner and outer boundary conditions. This gives:

From the outer boundary condition: B(u)=0
. o 1
From the inner boundary condition: A(u) =—
u
: . — 1
Line source solution in Laplace space: polu,ry)== KO(rD\/U)
u

The real dimensionless solution is the inverse Laplace transform of this function. Generally, the
inverse Laplace transform is numerically obtained using the Stehfest algorithm (Harald
Stehfest, Germany, 1970). In this particular case, and this is the interest of the Line Source
Solution, we know the inverse transform. It is called the Exponential Integral function and it
can be written:

2
g
Exponential Integral solution: pD(rD,tD): —Ei(— —D]

Before we return to the physical world, let us notice an interesting property of the Exponential
Integral: for small negative arguments, it has a logarithmic approximation that will be the
basis of ‘Infinite Acting Radial Flow’. It can be written:

1| .t
for t, >100r2 Po(ro.tp)~ E{In—g+0.80907}

r-D
We now just have to replace dimensionless parameters by their real values to get the physical
solution.
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2.C.2 The Line Source Solution

The solution, at any point and time, for a Line Source well producing a homogeneous infinite
reservoir, is given by the following:

948.1dc,r?
Line Source Solution: p(r,t)=p, _ 70.69Bu| Ei[_ —‘m‘]

kh kt

A typical line source response is displayed in the figures below, on a loglog scale (with the
Bourdet derivative) and a semilog scale. For first readers, the notions of loglog and semilog
plots are described in the PTA methodology chapter.

49507
/""_‘_—_—_— 4850°
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Fig. 2.C.1 - Line source loglog plot Fig. 2.C.2 - Line source semilog plot

The line source equation shows that the pressure change is a unique function of the parameter
group r?/t, or more conveniently r/vt. This has an important implication on the physical
understanding of the diffusion process. If one considers, for example, the time it requires for
the pressure change to reach a certain value (for example 1 psi), it will amount to a certain
value of r/vt that we will calculate from the Line Source Solution, and therefore the relation:

Radius of investigation: ro=awt

inv

In the chapter on boundary models we recommend at one does not use the notion of radius of
investigation, as it may be misleading when one considers how such result is used afterwards.
However, it is an interesting means of understanding the diffusion process. To extend this
notion to cases where the flow geometry may not be strictly radial, we may consider that the
area of investigation is proportional to r2, and we therefore have:

Area of investigation: A, =bt

If the flow is not strictly horizontal and/or the thickness h is not constant, we will use:

Volume of investigation: V,, =ct
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Although the following is valid at any point in the reservoir, we will now focus on the well
response, that will be taken at r=r,. As demonstrated in the previous section, there is a value
of time above which the Line Source Solution reaches a ‘regime’ where one can use an
approximation of the highest interest to the well test interpretation engineer. It is the semilog
approximation and this regime is called Infinite Acting Radial Flow, or IARF.

2
IARF: For t > 379200kd)yctrw p(t) =~ p, —%{Iog(t)ﬂog(@ K 2)—3.228}

t'w

Convention: In(x) is the natural logarithm; log(x) is the decimal logarithm

IARF is characterized by linearity between the pressure change and the logarithm of time. This
is why we also call this the semilog approximation. The slope of the response allows the
calculation of the permeability-thickness, kh.

But before we develop further the IARF, we are going to introduce two other effects commonly
accounted for in Pressure Transient Analysis: Wellbore storage and Skin effect.

49507
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Fig. 2.C.3 - Semilog plot
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2.D Wellbore storage and skin

2.D.1 Wellbore storage

In most cases the valve used to open the well and shut it in is not exactly at sandface level. In
most cases it will be at surface. Even in the case of downhole shut in there is always a volume
that will act as a cushion between the sandface and the valve. As a result, wellbore dynamics
create a time lag between the sandface and the surface, or the valve, or the choke. This is
what we generally call wellbore storage.

Let us take the case of a well opened and shut in at surface. When you open the well the initial
surface production will be coming from the decompression of the fluid trapped in the wellbore.
In the initial seconds or minutes of the flow the sandface will not even ‘know’ that the well is
opened and the sandface rate will remain virtually zero. Naturally, at some stage we get to a
mass equilibrium, i.e. the sandface mass rate reaches the surface mass rate. This is the time
of the end of the wellbore storage. Conversely, if the well is shut in at surface, the surface rate
will go immediately to zero while the sandface does not know about it. The time of wellbore
storage is this transition time between the effective shut-in time and the time at which the
reservoir stops flowing into the well.

A . A .
surface flowrate surface flowrate
q q
drawdown build-up
sandface flowrate sandface f{lowrate
- > - >
lime time

Fig. 2.D.1 - Wellbore storage

There are two main types of wellbore storage. The first one is modelled by the compression or
decompression of the wellbore fluid in the wellbore volume. This is expressed as:

Wellbore storage by fluid compression:  C =V,C,

Where V,, is the wellbore volume and c,, the fluid compressibility.

The second type of wellbore storage is linked to the rise of the liquid level present in the
wellbore. A simplified version is expressed as:

Wellbore storage from liquid level: C :144é

yo,

Where A is the flow area at the liquid interface, p is the fluid density.
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The relation between the surface and the sandface rate is then given by:

0
Wellbore storage equation: Jdy =qB + 24C%

The simplest wellbore storage model implies that C is constant. However this is not always the
case, and the various models of storage are described in the Wellbore chapter.

2.D.2 Skin

The skin effect quantifies the difference between the productivity of a well in an ideal case and
its effective productivity in reality:

e If, after drilling, completion, cementing and perforating, the pressure drop for a given
production into the wellbore is identical to the one you would forecast in the ideal case for
the same geometry, the skin is zero.

e \Very often, the reservoir near the wellbore had been invaded and the effective permeability
around the well is lowered, thus a higher pressure drop results for a given production. The
skin is then positive.

e Conversely, a stimulated well will have better productivity, hence a lower pressure drop for
a given production. The skin is then considered negative.

e Skin may not be constant in time. During the initial ‘clean-up’ period in a well test, skin has
a tendency to reduce. Conversely, over long period of times, completed wells may get
damaged reducing productivity, hence an increasing skin.

Non damaged skin = 0 Damaged Skin > 0 Stimulated Skin < 0
Fig. 2.D.2 — Skin sign convention

We will consider that a well has a constant skin when the additional pressure drop, or Apsin, iS
proportional to the sandface rate. The skin S is a dimensionless factor representative of a
pressure change, and integrates the same coefficients as the one in Darcy’s law:

Constant skin S: APy, = p(l’w,t)— D, (t)=141.2 q;f:

S

Where p is the pressure in the formation, at a given time, at distance rw, i.e. just beyond the
sandface, while p,s, at a given time, is the well flowing pressure.
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A way to model a positive skin effect is to consider an equivalent composite system, with
an invaded zone, or skin damage zone of radius r, larger than r, and permeability ks lower
than k.

Darcy’s law gives the relation between the equivalent skin factor, rs and ks:

S I

w

. . . . k Fus
Skin from a radial composite equivalent: S = PR In| %=
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Fig. 2.D.3 - Equivalent composite system

Another way to model skin is the notion of equivalent radius, applicable to both positive and
negative skins. The idea is to consider that the well with skin has the same productivity as a
larger or smaller well with no skin. If the skin is positive, the equivalent wellbore radius will be
smaller than r,. If the skin is negative, the equivalent wellbore radius will be larger than r,.
The equation, again, straight from Darcy’s law, can also be found at the limits when the

permeability Ks above tends to infinity (open hole), and will be given by:

r
Equivalent wellbore radius: S=- |n£ﬁj or fe=re"
I"W
A
; fw  Twe r
Pi ; I

Fig. 2.D.4 - Skin: equivalent wellbore radius
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We now consider the case of a homogeneous, infinite reservoir produced by a vertical well with
constant wellbore storage and constant skin.

2.D.3 Derivation

We now have a slightly more complex problem to solve:

Homogeneous radial diffusion: @ =0.0002637 i 1 g(r@j
ot Dy, ror\ or
Finite radius well: [r@} =141.2 O A
or |, , kh
Initial pressure & infinite reservoir: ptt=0,r)=p, lim[p(r,t). .. =p
0
Wellbore storage & skin: gy =QgB+24C g;" p—p, =141.2 q;f: S

We will now repeat the definition of the dimensionless terms and add dimensionless sandface
rate and dimensionless wellbore storage. The Skin, being dimensionless, does not need any
conversion:

Dimensionless radius, time & pressure:

r kt kh
I, =— t, =0.0002637 ——— =———(p;, —
> r, " wz P 141.2qu(p' P)
Dimensionless sandface rate & storage: (p = Gt Co = %
qB hgc.r,

We now get the equivalent dimensionless problem:

0 0
Homogeneous radial diffusion: P _11 0 ' Po
ot, Iy orp ory
Initial pressure & infinite reservoir: pD(tD =0, I‘D)z 0 Iim[pD(rD ,tD)J: 0
Finite radius well: 1 Gp_D} ==l
6FD rb=Ltp
P, | dp,
Wellbore storage & skin: {rD Po =—0p Puio = Po +05S dp =1-C, Puto
arD drp=Ltp dtD

The solution process will be the same as the line source problem and will not be detailed here.

For the finite radius problem (without storage, without skin), the general form is like the line
source:

Generic Modified Bessel solution: PolU, ) = AU)K, (rsu) + B(u) 4 (r, Yu)
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As the line source, the infinite reservoir conditions arrives at B(u)=0. The only difference is
that we now calculate the well equation at rp=1 and not rp=0. This gets us to a different value
for A(u):

1
From the inner boundary condition: A(u) = —(—)
uvuk, (Vu

If we define the function: 5 =
XK, (x)

_ 1
The finite radius solution at the well is Po(U) == Ké(\/a)
u

In the wellbore storage and skin solution we eliminate gqp and pup in the top equations, we
take the Laplace transform, etc, etc. In fact, we can make the generic demonstration that, if
we know the Finite Radius solution of a given problem in Laplace space, wellbore storage and
skin can be added by the following transform:

We obtain a modified Bessel equation and solve for inner and outer boundaries; a term K;
appears corresponding to the finite radius well condition, and we finally get the following
results:

_ 1 S+ UPe (LU
Adding wellbore storage & skin: Do (U) = " Peso (1, U) }

| 1+uC, [S + UPgro (1, U)]

s +Ké(\/a) }
| 1+uC,[s + Ki(WVu)|

— 1
In the homogeneous infinite case: Puio(U) ==
u

The problem is then solved in real space by taking the inverse Laplace transform using
Stehfest numerical algorithm. Though the solution is more complex, the difference between
this solution and the Exponential Integral solution will stabilize when wellbore storage effects
vanish, the residual difference remaining is the skin factor. This links to the IARF by:

1
After wellbore storage: P (ts) = —E, (_ IJ +5
D

Dimensionless IARF: for t, >100 prD(tD)zé[ln t, +0.80907 + 2S]
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2.D.4 Behavior

The two figures below show the drawdown response of a vertical well with wellbore storage
and skin in a homogeneous infinite reservoir. The plot on the left shows the response on
semilog scale, with the pressure as a function of log(t). The plot on the right shows the loglog
plot of log(Ap) and derivative vs log(At).

The derivative is developed in the chapter on ‘PTA - General methodology’. The derivative
shown on the right is the absolute value of the slope of the semilog plot on the left. When the
model on the left becomes a straight line, the derivative stabilizes horizontally. The level of
this stabilization is the slope of the model on the left. As all responses end up parallel on the
left plot, then all derivatives merge to the same level on the right plot.
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3400°

3000°

no skin skin

2600

2200° ‘ ‘

2 15 1 05 0 05 1 15 2 25 1E-3 0.01 0.1 1 10 100
Fig. 2.D.5 - Finite radius solution, Fig. 2.D.6 - Finite radius solution,
semilog scale loglog scale

At early time, the flow is governed by wellbore storage and there is a linear relation between
pressure change and elapsed time:

Early time pure wellbore storage: p(At): P — ;4'-2 At

At late time, Infinite Acting Radial Flow (IARF) is reached, and there is a linear relation
between the pressure change and the logarithm of the elapsed time:

IARF Equation: p(At)=p, —%{log(ﬂ)ﬂog(@ K 2)—3.228+0.86868}

t'w
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2.E Outer boundary conditions

The previous sections only considered reservoir of infinite extent. An outer boundary will be
made up of one or several sections of various type and shape combinations. In this section we
will introduce the most usual types of boundaries, solve the case of a simple closed system
and introduce the notion of pseudo-steady state (PSS).

2.E.1 Major types of boundaries

The most common type of boundary or boundary section is sealing, or no flow. It is given by
applying Darcy’s law orthogonally to the boundary surface, with a rate equal to zero:

0
No-flow boundary section: —? =0

on |y
The second most common type of boundary or boundary section is an approximation of
pressure support (gas drive or water drive) considering that the pressure remains constant:

Constant pressure boundary section: [p]2 =P

There are many other types of boundaries: leaky boundaries, conductive boundaries, water
drives and gas caps. They will be described in detail in the chapter on boundary models.

In this section we focus on closed systems constituted by only no-flow sections, as we want to
introduce the notion of pseudo-steady state (PSS), the main regime of interest in Production
Analysis (PA).

The simplest case of a closed system (because it is the simplest to model analytically) is a
reservoir of circular shape centered at the well and of radius r.. Such model may be used to
simulate the behavior of a really closed system or the production of a well in its drainage area:

1,

X

Fig. 2.E.1 - Closed circular boundary



Dynamic Data Analysis - v4.12.03 - © KAPPA 1988-2012 Chapter 2 - Theory - p37/558

2.E.2 Derivation for a circular reservoir

We consider a finite radius well to which we will add later wellbore storage and skin. Because it
is an easy extension we are going to solve both cases of no-flow and constant pressure.

oo %)

The problem is defined by the following set of equations:

Homogeneous radial diffusion:

P _ 0.0002637
ot

0

Finite radius well: {r—p} =141.2qsi
or |, . kh

Uniform initial pressure: p(t=0,r)=p,

. : op

Boundary equation, closed circle: ar =0
r It

Boundary equation, ct pressure circle: p(t, re)z p

Dimensionless parameters are exactly the same as for the infinite finite radius solution and will
not be repeated here. We end up with the following dimensionless problem:

oo 1[0, omg
o, ry|aory | °ar,

pD(tD :O1rD):O

Homogeneous radial diffusion:

Initial pressure & finite radius well:

0
Closed circle OR Ct pressure circle: {;D} =0 OR Po (tD, feD)Z 0
I
lep ot

As for the line source problem we move the diffusion equation into Laplace space and get the

following generic solution using modified Bessel functions:

Po U1y )= AUYK, (o Yu) + B(u) (1, Ju)

Solution of the diffusion equation:

The terms A(u) and B(u) will be defined by the initial,

inner boundary (well) and outer

boundary equations. Long story short we end up with the following solutions:

For a closed circle:

For a ct pressure circle:

K,(Yu)
uvuK, (\u)

1,(Ju)
uvul,(Vu)

)= Ky Vu) L) (g u) K ()
1, (roVu) K, (Vu) K, (rpvu) 1,(Ju)
Ko (Vu) l,(Vu)
b )= UK uul,(Ju)

, Kilrpu) | (Ju)

1L (o) K ()

L 1o u) Ky(Ju)

Ko V) 1, ()
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To the finite radius solution we can add wellbore storage and skin in Laplace space:

1 S + UPggp (U)
uf1+uC, [S + UDerp (U)]

Adding wellbore storage & skin: Pun(U) =

The problem is once again transferred to real space using the Stehfest algorithm. The behavior
is studied in the next section. As for IARF we will use an interesting late time approximation:

2t
Late time approximation: pwa(tD ): _ZD+ Inr, _% +S

eD

This will be the origin of the pseudo-steady state behavior. Converting the dimensionless
radius back dimensionless variables to physical variables we get the PSS equation:

2712 1 (

PSS equation: ooty )= =ty +=In

A 2

2
Arw

ij +0.4045+ S
C

Ca is the Dietz shape factor, characteristic of the shape of the reservoir and the position of the
well in the reservoir. In the case of a well at the center of a closed circle we get C,=31.62.

2.E.3 Pseudo-Steady State flow

At late time the pressure response of a well flowing at the center of a homogeneous reservoir
of circular shape will be approximated by:

hr? r

t e w

Circular PSS equation: p(t)= p, —0.03723 ¢CCIB i _141_2%{5 AT %}

We see that the slope of this linear approximation is inversely proportional to the square of the
circle radius. More generally the slope will be inversely proportional to the reservoir area.

In the case where the reservoir thickness is not the constant h the slope will be inversely
proportional to the volume of the reservoir (or the drainage area). In other words quantifying
the PSS slope will provide an estimate of the reservoir volume and therefore the reserves.

The figures below show the drawdown response of a vertical well with wellbore storage and
skin in a homogeneous reservoir and under three boundary configurations: an infinite reservoir
(green), a circular reservoir of 6,000 ft of radius (blue) and an even smaller reservoir with a
radius of 3,000 ft (red). Responses are shown on a linear scale (left) and a loglog scale (right)
together with the Bourdet derivative defined in the PTA chapter.

During production, when the boundary is detected, the behavior deviates from Infinite Acting
Radial Flow to reach Pseudo-Steady State according to the equation above. PSS is
characterized by linearity between the pressure change and the elapsed time on the linear
scale.

On the loglog plot PSS is characterized by a unit slope of the Bourdet derivative. Though it is
slower, the pressure change also tends towards merging with the pressure derivative on the
same unit slope.
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Fig. 2.E.2 - Finite radius PSS solution, Fig. 2.E.3 - Finite radius PSS solution,
linear scale loglog scale

Comparing the two circular responses:

e Drawing a straight line on the linear plot will show that the slope of the ‘re 3,000 ft’ line is
twice larger than the slope of the ‘re 6,000 ft’ line.

e Looking at the time of deviation from IARF on the loglog plot, we see that this occurs 4
times earlier for the 3,000 ft case than for the 6,000 ft case.

In both cases we see the inverse proportionality of the slope and the time of divergence to the
square of the reservoir radius or, more generally to the reservoir area.

The circular model is only one example of closed systems, and Pseudo-Steady State exists for
all closed systems. It is a regime encountered after a certain time of constant rate production.

Although it is a flow regime of interest for Pressure Transient Analysis, it is THE flow regime of
interest in Production Analysis. Pseudo-Steady State may sometimes not only be seen as a
result of reaching the outer boundary of the reservoir; in a producing field, for example, there
is a time when equilibrium between the production of all the wells may be reached, and, for
each well, Pseudo-Steady State will occur within the well drainage area.

For a slightly compressible fluid, Pseudo-Steady State is characterized by a linear relation
between the pressure change and the time. When PSS is reached, the pressure profile in the
reservoir will ‘freeze’ and the pressure will deplete linearly and uniformly throughout the
connected reservoir. Things are somewhat different when the PVT becomes complex.
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2.F Complex production histories — Superposition in time

2.F.1 The principle of superposition

Derivations as shown before assumed a constant rate production. In practice we need to model
more complex flow histories. This is done using the principle of superposition. We generate the
solution of a complex problem as the linear combination and superposition, in time and/or
space, of simpler components. The most popular superpositions are:

e Simulation of complex production histories by linear combinations of simple drawdown
solutions with different weights and starting times. This is called superposition in time.

e Simulation of simple linear boundaries by linear combinations of infinite well and
interference solutions coming from virtual wells (also called image wells).

For any problem involving a linear diffusion equation, the main superposition principles are:
e Linear combinations of solutions honoring the diffusion equation also honor this equation.

e At any flux point (well, boundary), the flux resulting from the linear combination of
solutions will be the same linear combination of the corresponding fluxes.

e If a linear combination of solutions honors the diffusion equation and the different flux and
boundary conditions at any time, then it is THE solution of the problem.

From these principles it is easy to build the following series of rules for superposition in time:

e The pressure change due to the production g of a given system is q times the unit rate
solution of the same system. This extends to injections using a negative rate.

e To simulate the sequence of a constant rate gq; from time zero to time t;, followed by the
production g, from time t; to infinity, you can superpose the production at rate q; from
time zero to infinity and a production of rate (g,- q;) from time t; to infinity.

e As a particular case, to simulate a constant production q of duration t,, followed by a shut-
in, you can superpose the production of q from time zero and an injection of g from time t,.

e This is then easily extends to more complex production sequences.

4300 4300 61007
47007 47007 58007
45007 45007 5700
43007 43007 5500°
41007 K] = 41007 K + 5300
33007 33007 '

510071

5007 5007 -500

o o ¥ T : -1000-
o 4 8 12 16 20 24 28 32 36 1] 4 8 12 16 20 24 28 32 36 o 4 8 12 16 20 24 28 32 36

Fig. 2.F.1 — Graphical illustration of simple superposition
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2.F.2 Build-up superposition

Apunit(At) is the solution of a problem for a constant production of unit rate. We also consider
Appp(At), solution of a given problem in the case of a constant production at rate q. We have:

Drawdown solution: APpp (At) = quunit(At)

We now consider a production at rate q of duration t,, followed by a shut-in:

A

pressure

drawdown (q) from time 0

flowrate

Y

time

tp injection (-q) from time tp

Fig. 2.F.2 — Buildup superposition
During the initial production phase, the pressure will be given by:
Production phase: Poo (t) = P —APpp (t): Pi _quunit(t)

The pressure change during the build-up is the superposition of the pressure change due to
the production of g from time 0 and an injection of q starting at time tp. This will be written:

Build-up pressure: Pau (1) = Pau (t, + At) = P, — AP, (L, + At)+ gAP,.(At)

or: Pau (t, + At) = p, — Apgp (t, + At)+ Apy (At)

The initial pressure may not be known at this stage. We generally start from the pressure
change observed during the shut-in, i.e. starting from the last flowing pressure before shut-in:

Build-up pressure change: Apg, (At) = pg, (t, +At) — pg, (At =0) = pg, (t, +At) — pp (t,)

Replacing, we get: Apg, (At) = lpi —APpp (tp + At)+ APpp (At)J_ lpi —APpp (tp )J

And we get the build-up superposition relationship: The pressure change during a build-up, i.e.
the difference between the current pressure and the last flowing pressure, can be calculated as
the simple superposition of elementary drawdown solutions:

Build-up superposition: APgy (At) = Appp (t, )+ APy (At)— Apyo (¢, + At)

As the drawdown solution is an increasing function of time, we get the inequalities:

Inequalities: Apg, (At)< Apoo(t,) and Apg, (At) < Apy, (At)

In other words the build-up response will be ‘flatter’ than the drawdown response, and the
pressure will never get back above initial pressure...
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2.F.3 Multirate superposition

Multi-rate superposition is the natural extension of the build-up superposition to any type of
production history. A sequence of rates qi, gz, ..., Qn, Of respective durations Ty, T, ... T,,, with
respective starting times t;=0, t, .... t,.

We calculate the pressure at any time t during the period of flow q,. In the diagram below, we
have g,=0. For Pressure Transient Analysis we often deal with shut-in pressures after more or
less complex production histories. However the following equations are valid for any rates.

A
pressure Y \ ________ pi
flowrate a1 QN
q2 qn
_______ >
q3
time
t t t
él té r & _CEN 1IN o >
h T T Tna At

Fig. 2.F.3 — Multirate superposition

Using the principle of superposition we calculate the pressure change by superposing
drawdown responses, starting from the beginning of each flow period to the current time, and
of respective rates qi-qo, 92-q1, -.- Gn-Gn-1 (With qp=0).

n

Multirate superposition: p(t)= p; — > (a — g APyt —t;)

i=1
If the period of interest is a producing period, or multi-rate drawdown, the pressure change of
interest will correspond to the above formula. In case of a shut-in after a multi-rate
production, the interpretation engineer will, as for a simple build-up, consider the pressure
change since the well was shut-in.

Multirate shut-in: Apg, (At)= p(t, + At)—p(t,)

n-1 n
From SUperDOSition: ApBU (At) = Z(ql - qi—l)Apunit(tn - ti )_ Z(ql - qi—l)Apunit(tn +At— ti )
i=1 i=1

We have shown how multirate solutions can be derived from elementary drawdown solutions.
Horner time, superposition time, etc, will be introduced in the PTA methodology chapter.
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2.G Other means to solve and model a diffusion problem

The three models presented so far were solved analytically. Analytical models are fast and
accurate. Unfortunately a lot of problems are too complicated to be directly solved analytically.
This section presents the main tools used in the industry to provide such solutions.

2.G.1 Superposition in space of analytical models (image wells)

It is possible but relatively complex and CPU intensive to model linear boundaries and radial
diffusion at the same time. However, for some geometries, linear boundaries can be replaced
by a superposition of interferences from virtual wells. This is called the method of image wells,
which in turn requires the notion of superposition in space.

In a way similar to the superposition in time introduced in the previous section, superposition
in space tells us that if two or more solutions honor the diffusion equation, for example two
line sources coming from different wells, any linear combination of these solutions will honor
the diffusion equation. The resulting inner and outer boundary conditions will be the same
linear combination of the conditions generated by the individual solutions.

Using this principle, the method of image wells consists of superposing individual mirrored
infinite solutions to create a pseudo-boundary. In the case of a single sealing fault of infinite
extent, we will add two pressure changes: (1) the pressure change due to the well response in
an infinite reservoir, and (2) the interference solution of an image well, symmetric to the well
with respect to the fault.

The sum of these two pressure changes, at any point of our half plane reservoir, will honor the
diffusion equation (superposition in space). Because the response will be symmetric with
respect to the fault, the continuous pressure gradient orthogonal to the fault will have to be
zero, and the no flow boundary condition will be honored. All other conditions, initial and well,
being honored, we have built the exact solution to our problem.

Fig. 2.G.1 - X-Y representation of an image well.
The pressure drop of a fixed value is shown at different times.
Effective pressure drop is the sum of these two signals
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Strictly speaking, the interference solution added to the infinite solution is not always a line
source. It has to be the exact interference solution from the image well. The time delay due to
wellbore storage may need to be taken into account. In the case of a fracture with a sealing
fault this will involve an image fracture properly positioned. In most cases the difference
between the proper interference solution and a line source will be negligible, but not always.

Fig. 2.G.2 - 3D representation of the pressure profile
in a 2D plane, with an image well

Note: one could argue that, when the number of image wells is limited (sealing faults,
intersecting faults for some angles) the sum of the image solutions constitute the exact
analytical model. Conversely, when the sum is infinite the resulting solution could be classified
as a semi-analytical solution. This is correct, but still solutions using image wells are an
important category of models that we wanted to single out.

2.G.2 Semi-analytical solutions

When a complex problem cannot be solved rigorously i.e. with a simple closed form solution, it
has to be approximated by cutting the solution into steps, either time steps or bits and pieces
of boundary / well segment / fracture segment. Then the solution will show an integral function
or a time-by-time matrix inversion. Such a solution is called semi-analytical, because some
components are calculated analytically but put together numerically.

Integral solutions are generally computationally slower than closed form solutions, and the
difficulty is to re-formulate the integrals, optimize the components and use extrapolation
whenever feasible, in order to reduce the calculation time to a level acceptable to the end user.
This is especially so in the case of nonlinear regression. As an example, the equation below is
the solution in Laplace space for a horizontal well in a closed circle.

b (_1)S+1|0 rD\/a s eD\/a
jE[KOGD\E) &D\%()G )}da

— qu
pD(u): )
27kh,u o 0
" + ZZCOS%COS n;;]zw LLE F.(aXea
n=1 o

where F,(a)= K, (e, )+ (_1)”1""(%;‘2"3;5("9'38")

Application: linear composite, leaky faults, combinations of linear and radial geometries.
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2.G.3 Boundary elements

A particular case of approximate analytical solutions are boundary elements. The principle is to
honor the boundary condition by adding to the infinite solution an integral function on the
boundary that will ‘compensate’ for the infinite solution to honor this boundary condition.

This solution has the advantage of focusing on the boundary only, and solves a 3-D problem
with a 2-D solution, or a 2-D problem with a 1-D solution.

However there are two major shortcomings: (1) each block delimited by a boundary must be
homogeneous, and (2) it involves the inversion of a densely populated matrix, and this can be
very computer intensive.

Because of these two shortcomings, numerical models are currently preferred and more
developed in the industry.

2.G.4 Numerical models

The application to PTA and PA of specifically designed numerical models is one of the major
technical developments of recent years, especially for KAPPA.

Numerical models address the two major limitations of the modelling methods presented
above: they can model complex geometries, and they can model nonlinear diffusion problems
for which the superposition in time and space of analytical models will not work.

Numerical models are the subject of a dedicated chapter in this book.

t,

Fig. 2.G.3 - Boundary elements Fig. 2.G.4 - Numerical model
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2.H Physical meaning of Diffusion

In Pressure Transient Analysis and Production Analysis, we use the diffusion assumptions
described in the previous section to process measured data, analyze them using models and
finally forecast the well and reservoir response. To do this we have two groups of parameters;
the ‘known’ parameters that we will input and the ‘unknown’ parameters that we calculate.

In the process, we may be tempted to ignore the impact of the known parameters and focus
on unknown parameters. Worse, engineers with improper training may use software defaults
for ‘known’ parameters without considering the impact on the results.

This section is a summarized guide to the influence of all parameters involved in the diffusion
process, whether we input or calculate them.

2.H.1 Reference case
To do this we select a reference case, with arbitrarily long production and shut-in periods.

You may wish to reproduce the whole process in the chapter below by running successive test
designs in Saphir and compare the results using the multi-gauge or multi model option.

We simulate the simplest model that can reproduce the three following flow regimes: Wellbore
Storage and Skin, Infinite Acting Radial Flow and Pseudo-Steady State. We model a vertical
well in a circular homogeneous reservoir centered at the well:

Input parameters: r,=0.3 ft; h=100 ft; ¢=10%; c,=1.e-5 psi-1; u=1 cp
Flow rate history: gq=1,000 stb/day with B=1; 1,000 hours of flow; 1,000 hours of shut-in
Interpretation ‘results’: p;=5,000 psi; C=0.01 bbl/psi; Skin=0; k=10 mD; r.=1,500 ft

The result of such design, on both production and buildup, is shown below. The loglog plot
shows both drawdown and buildup periods.

<€WBS P .
46007
IARF f 1000 ’ @WW
42007 / PSS Lk PSS N
‘455 Py, /
‘l' 100 P A = —
3800 A
] ol WBS | IARF \
500 ’ [ -)\
|
0 1E-3 001 0.1 1 10 100

0 200 400 600 800 10001200 140016001800 2000

Fig. 2.H.1 - Test Design of the reference case: history and loglog plots
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Fig. 2.H.2 - Semilog plot (drawdown) and Horner plot (buildup)

As developed in the PTA chapter we can observe the following:

e The early time hump of the derivative is the transition between pure wellbore storage
(early time unit slope; the magnitude of the hump is the skin).

e Infinite Acting Radial Flow (IARF) corresponds to the stabilization of the Bourdet derivative.

e At late time, the production (drawdown) period shows a unit slope corresponding to
Pseudo-Steady State, whilst during the shut-in the pressure stabilizes at the average
pressure and the derivative takes a dive (also see the chapter on ‘Boundary models’).

In the following we are focusing on the production (drawdown) and study the effect caused by
changes in both *known’ and ‘unknown’ parameters.

In this design we know ALL parameters. In the following, however, we will make a split
between ‘unknown’ and ‘known’ parameters. ‘Unknown’ parameters are those for which we
generally look for in a Pressure Transient or Production Analysis.

In the case of the simulated example, they are the wellbore storage coefficient, the skin factor,
the reservoir permeability and the radius of the circular boundary.

‘Known’ parameters are those we generally assume to be given as an input in order to
calculate the ‘unknown’ parameters from the analysis. Usually, they are ry, h, ¢, ¢ and u.We
will show how sensitive the response is to the ‘known’ and ‘unknown’ parameters, and how an
error in the estimation of such parameters will impact our analysis.
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2.H.2 Effect of ‘'unknown’ parameters
2.H.2.a Wellbore storage

The figure below presents the response with all default parameters except for the wellbore
storage. Values for C are 0.001, 0.003, 0.01, 0.03 and 0.1 (stb/psi).

The value of C has a major effect, which is actually exaggerated by the logarithmic time scale.
You can see on the linear history plot that all responses seem to be the same, however.

Infinite Acting Radial Flow: When the influence of wellbore storage is over all responses merge
together, both in terms of pressure and derivative. Wellbore storage does not play any role
except that it masks infinite acting radial flow on a time that is proportional to the value of C.

PSS: Wellbore storage does not affect the late time response.

1000} 7 — 7?,

100}

C = 0.001 stb/psi
\C = 0.003 stb/psi
C=0.01 stb/psi
C=0.03 stb/psi
C=01 stb/psi
1E-3 0.01 0.1 1 10 100
Fig. 2.H.3 - Effect of wellbore storage, loglog plot
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Fig. 2.H.4 - Effect of wellbore storage, semilog and history plot plot
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2.H.2.b Skin

Below is shown the response with all default parameters and a variable skin. Values for skin
are -3, 0, 2, 5 and 10.

Storage: Skin does not change the position of the early time unit slope (pure wellbore storage)
but affects the amplitude of the hump. A larger skin will produce a larger hump, hence
delaying the time at which Infinite Acting Radial Flow is reached.

IARF: Once IARF is reached, the skin has no effect on the vertical position of the derivative,
but has a cumulative effect on the amplitude of the pressure.

PSS: Skin does not have an effect on the time at which PSS is reached or on the derivative
response at the end. However the cumulative effect on the pressure remains and all responses
‘bend’ and remain parallel when PSS is reached (see history plot below).
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Fig. 2.H.5 - Effect of skin, loglog plot
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Fig. 2.H.6 - Effect of skin, semilog and history plot
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2.H.2.c Permeability

The figure below presents the response with all default parameters except the permeability.
Values for k are 2, 5, 10, 20 and 50 mD.

Storage and IARF: The derivative responses have the same shape but they are translated
along the wellbore storage line of unit slope. When the permeability is higher, the reservoir
reacts faster and deviates earlier from pure wellbore storage. The level of stabilization of the
derivative, i.e. the slope of the semilog plot, is inversely proportional to k. For this reason the
responses diverge on the semilog plot, the different slopes being inversely proportional to k.

PSS: At late time all derivative signals merge to a single unit slope. This is linked to the fact
that permeability has no effect on the material balance equation.
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1000; —
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Fig. 2.H.7 — Influence of the reservoir permeability, loglog plot
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Fig. 2.H.8 - Influence of the reservoir permeability, semilog and history plot
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2.H.2.d Reservoir size

Below is presented the response with all default parameters except the reservoir size, the
radius r.. From the reference case we have successively divided / multiplied by 1.5, and the
values of r. are 667, 1000, 1500, 2250 and 3375 ft.

The time at which PSS occurs depends on r.. As the governing group in the diffusion equation
is t/r2, when r. is multiplied by 2 the time at which PSS occurs is multiplied by 4. When PSS
occurs the slope of the pressure response, on the history plot, is inversely proportional to the
volume of the reservoir, and therefore inversely proportional to re2.

In the shut-in the pressure stabilizes to the average pressure obtained by simple material
balance. Unlike the cases above, the pressures, for a given production, do not stabilize at the
same value. Again the depletion (p;—pav) is inversely proportional to the reservoir pore volume,
i.e. inversely proportional to re2.
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Fig. 2.H.9 — Effect of the reservoir size, loglog plot
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Fig. 2.H.10 - Effect of the reservoir size, semilog and history plot
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2.H.3 Effect of ‘known’ parameters
2.H.3.a Wellbore radius

The response with all default parameters but varying the wellbore radius is illustrated below.
Values of r, are 0.1, 0.3, 1 and 3 ft.

The effect of a change in the wellbore radius is strictly the same as the consequence of a skin
change: Early time amplitude of the derivative hump, no middle time and late time effect on
the derivative, but a shift in the pressure that stays constant once wellbore storage effects are
over. The equivalence between wellbore radius and skin is hardly a surprise, as skin can also
be defined with respect to an equivalent wellbore radius. The well response is in fact a function
of the equivalent wellbore radius rye = r.e <",

1000} /,” %
[ ‘,’ [
00— AT e //
rw=3 fté
10§ rw=1 ft 7/f
rw=0.3ft/
[ rw= 0.1 ft
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Fig. 2.H.11 - Effect of wellbore radius r,, loglog plot
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Fig. 2.H.12 - Effect of wellbore radius r,, semilog and history plot
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2.H.3.b Porosity

The figure below presents the response with all default parameters but varying the porosity.
Values for ¢ are 3%, 10% and 30%.

Storage and IARF: Porosity behaves like the skin or the well radius. A smaller porosity
produces a higher hump on the derivative but does not change the derivative IARF level. The
equivalence between porosity and skin is used in two different areas. In interference tests the
skin has a marginal influence, and the pressure amplitude is used to assess the porosity.

Hydrogeology: Hydrogeology will assess a value of skin (generally zero) and use the absolute
value of the pressure change to assess the Storativity S, i.e. the porosity.

For a given reservoir size, the time for PSS is proportional to ¢. Underestimating the porosity
by 10% will provide an overestimation of the reservoir bulk volume of 10%, and therefore an
overestimation of the boundary distance. The total pore volume will remain correct.
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Fig. 2.H.13 - Effect of the reservoir porosity, loglog plot
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Fig. 2.H.14 - Effect of the reservoir porosity, semilog and history plot
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2.H.3.c Total compressibility

Illustrated below is the response simulated with default parameters varying the total
compressibility. Values for c; are 3.e-6, 1.e-5 and 3.e-5 psi-1. The sensitivities at Early Time
(Storage), Middle time (IARF) and late time (PSS) are strictly the same as for the porosity: A
smaller compressibility produces a higher hump of the early time derivative. Compressibility
does not affect the derivative level when IARF is reached but has a cumulative effect on the
pressure. At late time, compressibility affects the time at which the boundary is detected and
the material balance equation. As for porosity, under-estimating c; by 10% will provide an
over-estimation of the reservoir size by 10%, and therefore an over-estimation of the
boundary distance. In fact, on all parts of the response, the influence of porosity and
compressibility will be a function of their product ¢.c;.

ct=I 39-é psi-1
ct =185 psi-1
, ct=3°%-5 psi-1
1000} =
100 [ A
10F

Fig. 2.H.15 - Effect of total compressibility, loglog plot
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Fig. 2.H.16 - Effect of the total compressibility, semilog and history plot
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2.H.3.d Viscosity

The next figure illustrates the response with default parameters but varying the fluid viscosity.
Values for p are 0.2, 0.5, 1, 2 and 5 cp. If we compare the response with the Fig. 2.H.8
illustrating the effect of a permeability change (above), we see that the sensitivity to viscosity
is exactly opposite to the sensitivity to permeability. At early time (Storage) and middle time
(IARF), the derivative responses have the same shape but translated along the wellbore
storage line of unit slope. When the viscosity is lower, the reservoir reacts faster and deviates
earlier from pure wellbore storage. The levels of stabilization of the derivative and the semilog
slopes are proportional to p. At late time all derivative signals merge to a single unit slope. In
other words, the sensitivity on 1/p is the same as the sensitivity to k on all parts of the
response. This means that we have another governing group with k/pu, also called the mobility.

u=5 | co
10000 i=1
1000}
100}
10f
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Fig. 2.H.17 - Effect of the fluid viscosity, loglog plot
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Fig. 2.H.18 - Effect of the fluid viscosity, semilog and history plot
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2.H.3.e Thickness

Illustrated below is the response with all default parameters constant and a varying net
drained thickness. Values for h are 20, 50, 100, 200 and 500 ft.

Storage and IARF: Changing the thickness has a similar effect to changing the permeability
and an effect opposite to changing the viscosity. In other words, the governing group that
defines the early time response, apart from wellbore storage and skin, is kh/p.

PSS: Unlike permeability and viscosity, the reservoir thickness also has an effect on the late
time material balance calculation. Also, the time at which the derivative deviates from IARF
towards PSS does not change, and therefore the influence of the thickness on the position of
the PSS straight line is similar to the sensitivity to the reservoir porosity or the compressibility.
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Fig. 2.H.19 - Effect of the reservoir thickness, loglog plot
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Fig. 2.H.20 - Effect of the reservoir thickness, semilog and history plot
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2.H.3.f How about rates?

We are not referring to superposition effects, but to the plain value of the rate, i.e. the effect
of a systematic error on the rate values and/or the formation volume factor B.

Fig. 2.H.22 below illustrates the response with all default parameters constant, but with a
variable rate for each simulation. Values for gB are 600, 800, 1000, 1200 and 1400 rb/d.

The result of varying qB corresponds to a straight multiplication of the pressure change from
pi. The loglog response is shifted vertically, and the semilog and history plots are vertically
compressed or expanded, the fixed point being the initial pressure.
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Fig. 2.H.21 - Effect of the rate— gB, loglog plot
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Fig. 2.H.22 - Effect of the rate- gB, semilog and history plot
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2.H.4 Conclusions

2.H.4.a on this series of designs

Beyond the arbitrary split between input and output parameters set in the methodology of
Pressure Transient Analysis, we see that several groups of parameters govern the response of
the well / reservoir system.

Pure wellbore storage: The absolute position of the early time unit slope is only a function
of the wellbore storage C.

Transition from pure wellbore storage to IARF: The shape of the hump, which originally was
set to Cpe?°K" when dealing with type curves, is actually a function of C and r,e¥", and is
also slightly affected by ¢ and c.. The whole curve is translated along the unit slope as a
function of k, p and h, the governing group being kh/p.

IARF: The governing group is kh/u defining the semilog slope, hence the level of the
derivative stabilization when IARF is reached.

There is a residual effect of rw, skin, ¢ and c; that defines the constant term of the IARF
straight line. Generally the Skin factor is calculated from this constant term.

At late time the parameters that govern the position of the PSS unit slope are re, ¢, ¢ and
h. The governing group is ¢.c..h.re2. You may actually prefer the group 2n.re2.h.¢$.c;, and
you get Vpore.C, Where Voo is the reservoir pore volume. What we arrived at here is
nothing more than material balance.

There is a residual effect of all factors that affected the transient diffusion before PSS was
reached, and which constitute the constant term of the PSS straight line.

2.H.4.b on the equations

If we consider the IARF equation given in previous section:

p(t)=p, _%{Iogﬁ)ﬂog[@ K 2)—3.228+0.8686.Skin}

t'w

...and if we re-shuffle it a bit, we get:

Ap(t)= %{Iog(tﬁ Iog(%} ~log(hd>c, )—3.228 - 2log(r, e " )}

Y7,

One can see that the slope is a function of kh/u, and that there is a constant term that shows,

among other things, the residual effect of r,e

Skin 6 and c.

If we consider the PSS equation given previously:

p(t)=p, _0'234¢g%b\t_141'2%[%|n[cA2J+0'4O45+ Skin}
t

Arw
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...and if we re-shuffle it a bit again, without worrying about calculating a few constants,
including the value of the shape factor for a circle, we get:

a, + In(re2 )— In(rwe’Ski”)
kh
u

1 - kh
Ap(t)=a,qB t+ f|lreS 2 r
p() 1q I:V c (w ,Ll eJ}

pore™t

Ap(t)=a,0B———+a,aB
p(t)=a, sange, 0

Or...

One can see that the slope is a function of the porous volume times the compressibility, while
the constant term is a function of all the transients that happened before PSS occurred.

2.H.5 Effect of errors on the different input parameters

What we have seen so far is the sensitivity of a test / production design on the different
parameters. In the case of a real analysis we will input the ‘known’ parameters, calculate the
model response and vary the ‘unknown’ parameters until the model matches the measured
response. This will ‘calculate’ the ‘unknown’ parameters.

What we will do now is consider that the truth is our reference case. From this reference case
we will change one of the ‘known’ parameters to a wrong value, off by, say, 10%. Then
optimize the model by varying the ‘unknown’ parameters to match the reference case and see
how this affects these parameters (the results from Pressure Transient or Production
Analyses).
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Fig. 2.H.23 - h at 25% below ‘true’ — Left plot is the model using all other ‘exact’ unknown
Right plot is the match after optimization of the unknown parameters
kh is OK - k is 33% above 'true’ - re is 15% above 'true’ - Skin at -0.14 instead of 0
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The action here is fairly straightforward, so we will spare you the figures and only show you
the results:

Well radius: If we over-estimate r,, by 10%, the calculated skin will be over-estimated with
a shift of 0.1. The general rule is that the false skin induced by this incorrect r,, will be in
the ratio (rWyrong/MWrignt). All other parameters will be OK.

Porosity: If we over-estimate ¢ by 10%, k and kh will be OK, there will be a marginal error
on the skin, the reservoir size will be underestimated by 10%, and hence the boundary
distances will be underestimated by 5%.

Compressibility: Same as above. If we over-estimate c¢; by 10%, k and kh will be correct,
there will be a marginal error on the skin, however the reservoir size will be
underestimated by 10%, hence the boundary distances will be underestimated by 5%.

Viscosity: If we over-estimate u by 10%, k and kh will be overestimated by 10%, there will
be no error on skin and the reservoir size will be evaluated correctly.

Thickness: If we over-estimate h by 10%, kh will be correct and k will be underestimated
by 10%. There will be a marginal error in the skin, the reservoir size will be
underestimated by 10%, and hence the boundary distances will be underestimated by 5%.

Rate: If we over-estimate q.B by 10%, C, k.h and k will be overestimated by 10%. The
reservoir size will also be overestimated by 10%, and hence the boundary distances will be
overestimated by 5%. There will also be a minor skin difference.

This is summarized in the table below:

Storage & Skin Permeability Boundary

C Skin k.h k Area Distance
ry 1 10% - 1 0.1 - - - -
d1t10% - € - - 1 10% 1 5%
¢t 10% - £ - - 1 10% 1 5%
pnt10% - - 1 10% 1 10% - -
ht10% - € - 1 10% 1 10% 1 5%

q.B 1 10%| 1 10% g 1 10% 1 10% 1 10% 1 5%
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2.1 The case of dry gas
2.I1.1 The PVT of real dry gas

When the problem is no longer linear, the superposition of drawdown solutions is replaced by
more complex semi-analytical models or numerical models. Superposition time functions may
no longer be strictly valid, but they will be kept as diagnostic tools. Ultimately, only nonlinear
numerical models will be strictly valid.

In some cases we can try to keep using the principle of superposition by substituting the
pressure, and in some cases the time, with a function of the pressure that makes the equation
a bit more linear. This is the case for the nonlinear diffusion of dry gas, where we will use what
is called pseudopressure and pseudotime.

We have considered so far that the reservoir fluid was slightly compressible and that viscosity
and compressibility were constant. This assumption is not valid for gases.

Regarding compressibility, the PVT relation is given by:
Ideal gas: PV =nRT
Real gas law: PV =ZnRT

The gas viscosity is also a function of pressure and temperature. The Z factor and viscosity
may be input from tables at a given temperature or we may use correlations. The correlations
for Z factor (Beggs & Brill, Dranchuk et al, Hall and Yarborough) and for viscosity (Lee et al,
Carr et al) can also be matched using flash reference data. From the Z factor table /
correlation, one can then calculate the volume factor and compressibility correlations.

The two figures below give a typical relation between Z and pu as a function of p at a given T:

1.47 0.047
1.9 0.037
1 0.02
. L I L L L BRI | LI L
0 4000 8000 0 5000 1000
Fig. 2.1.1 - Z factor vs p [psia] Fig. 2.1.2 - u, [cp] vs p [psia]
Volume factor and compressibility are then calculated from the Z factor:
dB
Volume factor and compressibility: B =£ C :—i—gzl—id—z

[¢] pT

sc 9
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Fig. 2.1.3 - B, [SCF/RCF] vs p [psia]

Fig. 2.1.4 - c, [psi™] vs p [psia]

We could just use these PVT elements straight into a numerical simulator. However we would

be short of diagnostic plots if we were just

blindly simulating and matching.

The idea is to rearrange the equations by changing variables in a gas diffusion equation that

looks like the slightly compressible flu
methodology and diagnostic plots develop

id equation. If we do so we could extend the
ed for the linear process to the nonlinear process of

gas diffusion. This is done by introducing pseudopressures.

2.1.2 Derivation of the real dry gas diffusion

We deviate from our initial derivation just

Raw diffusion equation:

The real gas law gives:

This gives the gas density:

Diffusion equation becomes:

Which simplifies to:

The first term develops as:

The gas compressibility is written:

So:

before the slightly compressible fluid assumption:

0.0002637k, 2| PP | _ a(py)
x| uox| et
PV =ZnRT h n m
=/ZNn where ===
M
_m_Mp
P=V "RTZ
RT 1Z a ot RT Z

9| P 41— 00000637k 2| PP
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ot Z | Zigdp pop Z ot
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And the diffusion equation becomes: ¢, — b P =0.0002637k, — 0| P o
Z ot “ox| 1z

X
o PP _ 60002637 K 0| PP
Z ot @t 6)( /JZ OX
We add the viscosity p on both sides of the equation:
Gas diffusion equation: P ap — 0.0002637 —~x_ K, 6 P Gp
HE Ot duc, ox| pZ ox

We introduce the pseudopressure in order to eliminate the additional terms in the gas diffusion
equation (there is an historic factor 2 in this equation):

p
Gas pseudopressure: m(p) = zj'i
om(p) _ am(p) op _ 2p op
at op ot pZ o
om(p) _ om(p) op _ 2p p
OX op oOx ul OX

Taking the partial differential:

And, the same way:

2
The gas diffusion equation becomes: om(p) =0.0002637 —— K 9 m(zp)
ot quc, OX
Extending to x, y, z directions: GIE) O.OOOZGS?LVZm(p)
ot Oy,

We now arrive at the same formulation as the case of a slightly compressible fluid.

2.1.3 Diffusion of real dry gas
2.1.3.a Standard pseudopressures

In order to extend the methodology of Dynamic Data Analysis to gas cases, one introduces a
function of the pressure called the pseudopressure. It is given by:

Gas pseudopressure: m(p)= ZI—dp

The Field unit for pseudopressures is psi2/cp. A typical pseudopressure response as a function
of pressure, and for a given temperature, is shown below. There is a rule of thumb regarding
the behavior of this function:

e Below 2000 psia, uZ is fairly constant, and m(p) behaves like p?

e Above 3000 psia, uZ is fairly linear, and m(p) behaves like p
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Fig. 2.1.5 — Pseudopressure vs. pressure

Gas diffusion equation: oam(p) _ 0.0002637LV2m( p)
ot Duc

t

The principle of traditional real gas analysis is to replace the pressure by the pseudopressure
and interpret the data as if the fluid was slightly compressible.

However, there is an important shortcoming in this method. Although the equation looks the
same, it will only be linear as long as we can consider the diffusion term k/¢uc: constant. This
is valid as long as the average reservoir pressure does not substantially decrease which is a
reasonable assumption for a standard, relatively short, well test. In the case of extended tests
such as limit tests and production well tests, this may not be the case.

2.1.3.b Normalized pseudopressures

The gas diffusion equation remains valid if we multiply the pseudopressures by a fixed
number. Because the unit and orders of value of the standard pseudopressures are not
intuitive, one possibility is to use normalized pseudopressures by selecting a reference
pressure p.f, with the condition:

m
Normalized pseudopressures: mNorm(p)= Pref 7_)(p)

m pref
Normalized pseudopressure at: Pref: Myorm(Pret )= Prer

The normalized pseudopressures have the dimension and unit of the pressure, it follows the
same diffusion equation and it coincides with the pressure at pyes:

k

t

Normalized pseudopressures: amN‘éT”“(p) =0.0002637 VZMyorm(P)



Dynamic Data Analysis - v4.12.03 - © KAPPA 1988-2012 Chapter 2 - Theory - p65/558

2.1.4 Non-Darcy flow

The diffusion equation used as the basis of the methodology in Dynamic Data Analysis is based
on three components: the conservation of mass, a PVT equation and Darcy’s law. We have
seen above that the gas PVT required some adjustments in the equations and the method:
pseudopressures, changing storage, material balance. In complement there are some cases,
and especially for gas, where the assumption of Darcy flow is invalid. Sections of the reservair,
generally close to the well, will flow at such speed that turbulence will occur and have a strong
impact on the well response. We now need to add a turbulence component to the flow
equation, replacing Darcy’s law by a second degree equation, such as Forchheimer’s.

oP
Darcy’s law expressed in terms of speed, in SI units: & = f -u
. . . 0P u 2
Forchheimer’s equation, same references and units: 8_ = E U+ p-p-u
X

B is called the turbulence factor. There are two main options to address non-Darcy flow:

e The first is to focus on the impact of non-Darcy flow on the well productivity. This is what
was done historically using rate dependent skin. Normal diffusion is used, but an additional,
rate related skin component is added.

e The other way is to model non-Darcy flow by numerically integrating the Forchheimer
equation in the model.

A diagram of the two options is shown in the figure below:

pressure

T

distanceL

arcy diffusion

on-Darcy diffusion

same p ;e - - F oo TSP T R oyl -

Fig. 2.1.6 — Two ways to model non-Darcy flow

The application of these two approaches is detailed in the chapter ‘PTA General methodology’
and in ‘Production Analysis — The case of dry gas’.
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3 - Pressure Transient Analysis
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3.A Introduction

The following sections present the classical and modern methodology and tools developed for
Pressure Transient Analysis (PTA). We will present the typical path recommended to perform
an analysis and to design a test. The final sections are dedicated to operational considerations
on well testing i.e. what data to gather and its validation

Twenty years ago PTA was still named ‘Well Test Interpretation’, as only well test operations
could provide such data. In the last years well tests have been complemented and partially
replaced by formation tests and any shut-in monitored by permanent downhole gauges, hence
the new, more generic name.

Today’s definition of PTA is less about the operation that produces the data than the
processing applied to them. In PTA we gather pressures and rates, preferably downhole, and
we focus on one or several periods of interest, generally shutins (buildup or falloff) to perform
a diagnostic. The diagnostic leads to the choice of a model and this model is then used to
simulate pressure values to be matched on the data. The model is then tried against a larger
portion of the recorded data, if available. Part of the process involves matching the model
parameters on the data by trying to achieve the best possible match, either by trial and error
or using nonlinear regression.

The two major analysis methods described in this book are Pressure Transient Analysis (PTA)
and Production Analysis (PA). Several key items differentiate the processing of PTA from PA:

e PTA is preferably on clean, shutin data, while PA uses the production data.

e As a consequence PTA data are cleaner, with a high capacity for diagnostics compared to
PA, where one will typically match clouds of simulated and data points.

e PTA is performed over a relatively short period, hours / days / weeks rather than the
months and years analysed in PA.

e In PTA we analyse pressure data using the rates as the corrective function. In PA it tends
to be the opposite, where the input is the flowing pressure and the output is the rates and
the cumulative production.

In the next two sections we will make a clear distinction between the traditional tools (the ‘old
stuff’) and modern tools (the ‘right stuff’). Traditional tools had their use in the past, and they
are still in use today, but have become largely redundant in performing analysis with today’s
software. Modern tools are at the core of today’s (2010) modern methodology, and they are of
course on the default path of the processing.
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3.B The old stuff

Twenty years ago, the core of well test interpretation was the dual use of specialized plots and
type-curve matching:

e Specialized plots correspond to a selected scale where some flow regime of interest such as
infinite acting radial flow, linear flow, bilinear flow, spherical flow or pseudo-steady state
are characterized by a straight line. The slope and the intercept of this straight line will
generally give two parameters of the system.

e Type-curve matching consists in sliding a plot of the data, generally on a loglog scale, on
pre-printed type-curves. The relative position between the data and the type-curve, also
called the time match and pressure match, provides two quantitative parameters. The
choice of type-curve will give additional information.

We will start with the semilog plots, the main specialized plots used to quantify the main flow
regime in PTA: Infinite Acting Radial Flow, or IARF.

3.B.1 IARF and Semilog plots

We have seen in Chapter ‘Theory’ that IARF is the main regime of interest in Pressure
Transient Analysis. In the case of a production at a constant rate, IARF is characterized by
linearity between the pressure change and the logarithm of time. We will see that such
linearity is also found for more complex production history, provided that the right time
function is used.

3.B.2 Drawdown response and MDH plot

In the case of a constant production from time 0 to infinity, the IARF is characterized, for a
finite radius well in a homogeneous reservoir, by the equation:

162.6qu
Ap = ——~
s [ 2

L]—3.228+0.8686S}
DOucir,

Iog(At)+Iog(

In the case of more complex well geometries and reservoir heterogeneities, the constant term
may be more complicated, as it will integrate the cumulative effect of these geometries and
heterogeneities. Still the response will have the same shape. The value of skin S calculated
from the equation above may not be the right value in terms of well damage according to
Darcy’s law, but it will have some meaning. It is called the ‘equivalent skin’.

The Miller-Dyes-Hutchinson (MDH) plot is a graph of the pressure or the pressure change as a
function of the logarithm of time. IARF is characterized by a linearity of the response.

Drawing a straight line through these points gives a slope and an intercept:

IARF straight line: Y = % |0g(At)+ b=m IOg(At)+ b

Where: b = Ap, e (log(At) = 0) = Ap, e (At =1hr)
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Fig. 3.B.1 - Drawdown MDH plot
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Fig. 3.B.2 — Buildup MDH plot

Important: The value of b corresponds to the value of Ap on the straight line, not on the data.

Permeability and the skin are then given by:

~162.60Bu
mh

Skin factor: S = 1.151{ApL'NE (at=1hr) _ |og(L2j T 3.228}
m Oy,

w

Permeability: k
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3.B.3 Build-up response and Horner plot

The MDH plot, with the simple log(At) time function, results directly from the log
approximation to the drawdown solution for infinite-acting radial flow. In order to use semilog
analysis for any flow period other than the first drawdown, it is necessary to take into account
superposition effects.

How to get the Horner plot:

Build-up superposition:  Apg, (At) = Apys (¢, )+ APp (At) — Apys (£, + At)

2
t w

IARF approximation: Appp (X) = w{log(x )+ Iog(

—3.228 + 0.86865
z | |

If At is large enough to reach IARF, so will t,+At. A lot of terms cancel out and we get:

Build-up superposition:  Apg, (At) = 162.6qB4 lo At + APpp (tp)
t, +At
Rearranging: Ap (At)—lGZ'GqB’u log At +| Ap (t )—wlog(t )
' B“ kh t, + At e kh ’

If the production time was too short, IARF was not reached during the flow period and Appp(t,)
cannot be turned into a log approximation. The constant term on the right of the equation
becomes unknown. In this case, the analysis described below will give the permeability, but
not the skin factor. If the production time was long enough, then the term t, can also be
turned into a logarithmic approximation and we get:

162.60Bu 162.60Bu k
IARF at t,: A t)-————loglt. )= lo —3.228 + 0.8686S
at t, Poo (t,) - == logt, )= == T log Y
t At
So: Apg, (At) _ 162698 log| —* +log K 5 |—3.228+0.8686S
kh t, + At Dy, 1,
T At
We introduce the Horner Time as: e
tp + At

Infinite-acting radial flow for a build-up is characterized by linearity between the pressure
response and the logarithm of Horner time. Drawing a straight line through this point gives a
slope and an intercept:

T At T At
IARF straight line: Y = 162.6qBu log| —* +b=mlog| —* +b
kh t, +At t, +At

If the producing time t, was long enough to reach IARF, the IARF approximation for a build-up
will be similar to the drawdown relation, replacing time by Horner time, and will be given by:

t At
IARF for a build-up: Apg, (At) = 162'6q8ﬂ{log( i j+ IOQ[

2

q)luct rW

—3.228+0.8686S
kh t, +At J }
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After transformation, we get the equation of the Horner plot straight line in terms of pressure:

_1626q8x (1, + At
kh At

Peu = B

Permeability-thickness product and the skin are then calculated.

_ 162.60Bu

Permeability-thickness product: Kk h
m

r— Py t,+1 k
Skin factor if t, is large enough: S =1.15 M+ Iog[ P J— Iog(—j+3.23

m t, Duc,r?

Note that the time function is such that the data plots ‘backwards’, as when At is small, at the
start of the build-up, the Horner function (log (tp+At)/At) will be large, and when At tends to
infinite shut-in time the Horner time tends to 1, the log of which is 0.

4800°

4400

P @1 hour

4000-
3600° -

3200-

o 1 2 3 a4 5
Fig. 3.B.3 — Horner plot

If the reservoir were truly infinite, the pressure would continue to build-up in infinite-acting
radial flow and eventually intercept the y-axis at pi, the initial pressure. However, as no
reservoir is infinite, the extrapolation of the radial flow line at infinite shut-in time is called p*,
which is simply an extrapolated pressure.

If the reservoir is infinite: P, = p*

It is important to notice that the calculation of the permeability is valid even in the case of a
short production before the shut-in, while the validity of the calculation of skin is conditioned
to a producing time long enough, so IARF was reached before t,.
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3.B.4 Shut-in after a complex production and superposition plot

When a shut-in follows a complex production / injection history, the process is equivalent to
that for a simple build-up, but the Horner time must be replaced by the superposition time
function defined by:

n-1 ~ _
sn(At) = ZM log(t, —t, + At) +log At
i=1 Yn ~ Mn-1

A plot of pressure versus superposition time is the ‘general semi-log’ plot:

48007
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Fig. 3.B.4 - General semilog: superposition plot

Calculations of permeability is the same as for the Horner plot, and the skin factor is calculated
by taking one point on the straight line, say (X,Y), and is given by:

Y — pwf
S =1151 ~ X —log
m

£t -] a2

7N e i1 | dn —dn
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3.B.5 Complex productions and rate normalized superposition plot

In some cases the engineer will want to interpret producing periods when the rate is not
stabilized, or the rates data will be sandface rate, and therefore the value of the rate will not
instantaneously go down to zero during the shut-in period. These cases are a little more
complex than the cases above. However the principle of the semi-log analyses will be kept with
the following modifications:

For a multi-rate production or injection (whether rates are measured at surface or downhole),
the adequate semi-log plot will still have the same superposition time as the X axis, but the
pressure will be replaced by:

Q
@[pi —p(t)]

Where Q is a reference value for normalization, that will be generally chosen to be the last
stabilized rate of the interpreted period so that the function tends to Ap at late time.

For a multi-rate build-up or fall-off using sandface rates, the Y axis will still be

p(t)— Pt
but the calculation of the superposition time will allow rates to be changed during the period.
Furthermore the reference rate will not be the difference of rates before N and N-1 (this has no
meaning when dealing with continuous downhole rate measurements), but the last stabilized
rate before shut-in.

Loglog type-curvesType-curve matching originally consisted in plotting a loglog plot of the
pressure response versus time on tracing paper that could then be slid over a set of pre-
printed type-curves, the log cycles being square and of the same size in both plots. The
selection of the type-curve matching the data can provide one or several parameters, and the
relative positions of the two plots in the X and Y direction, also called the match point, will give
two other interpretation results.

Fig. 3.B.5 — Type-curve matching

The type-curve used for wellbore storage and skin in an infinite homogeneous reservoir (in the
following Figure), the pressure match (relative positions in the Y direction) will give the
permeability. The time match (relative positions in the X direction) will give the wellbore
storage, and the selection of the curve will give the skin factor.
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Fig. 3.B.6 — Wellbore storage and skin type-curve

The origin of type-curves

We have seen in Chapter ‘Theory’ that diffusion problems were solved by replacing the real
variables by dimensionless variables that eliminate other parameters influence in order to
arrive at a set of equations that are solved, hopefully quite simply and once and for all, in
dimensionless space. Two critical variables are the dimensionless time and dimensionless
pressure.

k

2
tw

Dimensionless time: t, = 0.0002637 At = AAt where A= f(k, z,1,,...)

kh

Dimensionless pressure: Pp = T
.20Bu

Ap = BAp where B=g(k,h, 4,...)

This is still used today in modern software to generate analytical models. The solution is solved
in dimensionless space, then the variables are converted to real variables and superposition is
applied to the solution, and then matched with the real data.

However, this was not possible, or at least not easy, before personal computers and related
software were available. So the ‘trick” was to use a simple and remarkable property of the
logarithmic scales, historically used to create slide rules. Taking the logarithm of the equations
above we would get:

Logarithmic relations: log(t, ) = log(At) + log(A)

and  log(p,)=log(Ap)+log(B)

In other words, the dimensionless response, also called a type-curve, and the real response,
taken on a loglog scale, have the same shape. By translation, it is possible to match the data
on the dimensionless response and this is called a type-curve match. The value of the
translation, also called match point, in the X direction (the time match) and in the Y direction
(the pressure match) will give A and B, which in turn provides two quantitative pieces of
information. The time match will give different, model dependent, information. The pressure
match will typically give the permeability-thickness product.
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3.B.6 Other specialized plots

Infinite Acting Radial flow is the most important but not the only flow regime characterized by
linearity of the pressure response when plotted versus the right time scale. Different flow
regimes require a specific plot of pressure versus the appropriate time scale to quantify

parameters specific to the flow regime.

The main flow regimes are:

Regime
Infinite Acting Radial Flow
Pseudo-Steady State
Pure wellbore storage
Spherical flow
Bilinear flow
Linear flow
Linear flow
Semi-linear flow
Semi-radial flow
Partial radial flow
Early time IARF
Linear flow

Model
Homogeneous Infinite
Closed systems
Wells with storage
Limited Entry wells
Fractures with Finite Conductivity
Fractures
Channel shaped reservoirs
U-shaped reservoirs
Sealing fault
Intersecting fault
Horizontal well
Horizontal well
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Fig. 3.B.9 — One over square root of time plot
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Fig. 3.B.8 — Fourth root plot
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Fig. 3.B.10 - MDH plot for intersecting faults
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3.B.7 IPR & AOF

A common measure of the performance of any gas, or oil, well is its ability to deliver against
atmospheric pressure. It is certainly unrealistic if we consider the bottom hole pressure;
however this measurement provides an input value for IPR calculations, and it is an accepted
‘universal indicator’ for gas wells. It is called the *Absolute Open Flow’ potential of the well. The
concept of AOF is more useful if one uses wellhead instead of bottomhole pressures, as this
indicates now the maximum achievable flowrate.

In order to evaluate the AOF, the well is tested at multiple rates. The bottom hole pressure is
measured during each drawdown and buildup. These data are plotted on the adequate plot in
order to deduce the leading parameters values for the equations governing the rate and the
stabilized flowing pressure relationship. The most classical plot is Am(p).vs q, on a log-log
scale , leading to the C and n parameters values of the Rawlings and Schellhardt equation:

Q=C(M(P)—M(Py))"

The same equation is used to describe the Inflow Performance Relationship and to create the
very useful IPR plot m(pwf) versus q.

140071

1E+8 1200
10007
1E+7f 800

600’

4007
1E+6}

. ' ‘ 200 e e
1000 10000 0 2000 4000 6000 8000 10000 12000 14000 16000

Fig. 3.B.11 - AOFP plot Fig. 3.B.12 - IPR plot

The AOF is obtained by extrapolating the deliverability curve to a Am(p) value corresponding
to a flowing bottom hole pressure of 14.7 psi.

Cullender and Katz improved later the method in order to reduce the well test duration by
using short and non stabilized flow period data. The various well test types and IPR and AOF
methods are detailed in the chapter on Well Performance Analysis.
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3.C The ‘right’ stuff

To speak about ‘right stuff’ vs. ‘old stuff’ is deliberately provocative. Old stuff is not always
wrong. Old stuff was smartly developed to adapt to what we had before modern PC’s: slide
rules, graph paper, basic calculators, programmable calculators, etc. Old stuff has been of
great benefit to the industry and was on the critical path to get the modern tools we have
today.

What is sometimes wrong is to continue using old techniques that are less accurate than more
recent developments. What is definitely wrong is to continue using such tools today, simply out
of inertia, while everybody knows that their limitations are successfully addressed by more
modern techniques. What is near criminal is using the good old stuff to address completely
new problems that were never encountered when this good old stuff was developed.

Simpler is better when simple is right.

3.C.1 Before the Bourdet Derivative

Until 1983, PTA methodology was a manual process alternating type-curve matching and
specialized analyses. Type-curves without derivative had poor diagnostic capabilities. The
results from specialized plots would help position the data on the type-curve.

For example, drawing the IARF straight line on the Horner plot would give a permeability that
could be used to set the pressure match on the type-curve. Selecting a type-curve would give
the approximate time of start of IARF, which in turn would help define the Horner plot line. For
gas we would complement this with AOF / IPR analyses.

The shortcomings of this methodology were numerous:

e Type-curves with pressure only had very poor resolution on a loglog scale.

e Type-curves were generally printed for drawdown responses, and ruined by superposition.
e Type-curves were set for a discrete number of parameter values.

e Specialized plots required a pure flow regime that may never have been established.

e Skin calculation on the Horner plot required that IARF was reached during the drawdown.
e Drawing a straight line through the two last pressure points was a common practice.

e The process required moving back and forth between at least two or more different plots.
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To most engineers the replacement of manual techniques by computer based analysis in their
day-to-day work occurred in the 1980s, and came from three major breakthroughs:

e Electronic downhole pressure gauges, either run with memory or on electric line, became
cheap and reliable, detecting repeatable behaviors far beyond what the previous generation
of mechanical gauges could offer.

e The spread of Personal Computers allowed the development of PC-based pressure transient
analysis software. The first PC based programs appeared in the 1980’s, initially reproducing
the manual methods on a computer. Since then, new generations of tools have been
developed, with modern methodology at its core.

e The Bourdet derivative is certainly the single most important breakthrough in the history of
Pressure Transient Analysis. It is still today (2010) the cornerstone of modern technology.

Let us start with the Bourdet derivative...

3.C.2 Definition of the Bourdet Derivative

As any breakthrough idea, the principle of the Bourdet derivative is very simple:
The Bourdet Derivative is the slope of the semilog plot displayed on the loglog plot...

... to be more accurate, it is the slope of this semilog plot when the time scale is the natural
log. It has to be multiplied by In(10)=2.31 when the decimal logarithm is used in the semilog
plot. The semilog plot is not ‘any’ semilog plot (MDH, Horner, etc). To be correct the reference
logarithmic time scale must be the superposition time.

For the first drawdown: Ap'= dAp = At dAp
d In(At) dAt
. . . . , dAp
In the more general multirate case, and in particular for shut-ins: Ap'= ————
d sup(At)
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Fig. 3.C.1 - Bourdet derivative, semilog plot
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Fig. 3.C.2 - Bourdet derivative, loglog plot

3.C.3 Bourdet Derivative & Infinite Acting Radial Flow (IARF)

When IARF occurs we have the approximation:  Ap = m'sup(At)

Where m’is the slope of the semilog straight line. In the following the drawdown response is a
specific case of the multirate response, and the logarithm of time is the specific superposition
time for a drawdown. The derivative is therefore:
__dap

d sup(At)
When IARF is reached, the derivative stabilized to a level equal to the slope of the semilog
straight line. This property was the main reason for the development of the derivative, as it is
easy and straight forward to identify IARF on the loglog plot, something which is virtually
impossible on the semilog plot. One can say that the derivative is a ‘magnifying glass’ of the
semilog behavior, conveniently placed on the same plot, used historically for type-curve
matching.

Derivative when IARF has been reached: Ap'

Combined with the early time unit slope during wellbore storage, the derivative provides an
immediate way to define the pressure and the time match on the loglog plot, just by
positioning a unit slope line on the wellbore storage regime and positioning the horizontal line
on the IARF response.

This alone would have made the Bourdet derivative a key diagnostic tool. The delightful
surprise was that the derivative could do much more, and that most well, reservoir and
boundary models carry a specific signature on the derivative response. It is this remarkable
combination that allowed the derivative to become THE diagnostic and matching tool in
Pressure Transient Analysis.
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3.C.4 Bourdet Derivative & Wellbore Storage

Pure wellbore storage effects are only observed at very early time when the well pressure
behavior is dominated by the well fluid decompression or compression.

In case of pure wellbore storage: Ap =CAt
Even for multirate solutions at early time: Sup(At)z In(At)
The derivative is therefore: Ap'= At% =CAt=Ap

At early time, when pure wellbore storage is present, pressure and the Bourdet derivative
curves will merge on a unit slope straight line on the loglog plot.

Other early time flow regimes, such as linear and bilinear flow, covered in more detail later,
will exhibit a different and specific behavior for both pressure and the Bourdet derivative.

3.C.5 The original idea behind the Bourdet Derivative

The simplest and most frequently used analytical model in Pressure Transient Analysis is the
case of a vertical well, with wellbore storage and skin, producing a homogeneous reservoir of
infinite extent. This ‘new’ formulation of the derivative by Bourdet et al. was solving at once
this case, on a single loglog plot, and in a very accurate way:

When plotting the pressure and the Bourdet derivative on a loglog scale, at ‘late time’ the
derivative would stabilize, and the stabilization level would define the type-curve pressure
match (hence the permeability) in a unique way. The only possible movement then would be
left and right to define the time match.

At early time the Pressure and the Bourdet derivative would merge on a single unit slope, that
was also found on the type-curves, hence providing a unique value of this time match, and an
instant calculation of the wellbore storage.

Luckily enough, the shape of the derivative (drawdown) type-curve and the Bourdet derivative
of the data (multirate) was seldom affected by the superposition, unlike the pressure data, so
it was reasonably valid to match the data derivative with the type-curve derivative, hence
getting a unique identifier of the type-curve (generally Cpe®®), which in turn would give the
value of Skin.

So, on a single action, a type-curve using the Bourdet derivative would provide the definitive
answer on a single, accurate diagnostic plot.

This was already brilliant, but it turned out that the Bourdet derivative could bring much more
for all type of models, whether by identification of other flow regimes or by the signature that
the Bourdet derivative would carry for such or such model...
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3.C.6 Bourdet Derivative & other flow regimes

We are not going to describe exhaustively the list of flow regimes that can be successfully
identified using the Bourdet derivative. The short answer is: ‘a lot’. The table below shows a
list of the most frequently used flow regimes in PTA, together with the chapter of the DDA
book where this will be covered in more details:

Model Regime Ap slope | Ap' slope | DDA chapter
Storage Storage 1 1 Wellbore
Fracture Linear 0.5 0.5 Well
Fracture Bilinear 0.25 0.25 Well

Limited Entry Spherical - -0.5 Well
Homogeneous IARF - 0 Reservoir
Channels Linear 0.5 (late) 0.5 Boundary
Closed PSS 1 (late) 1 Boundary

As an appetizer, below is a loglog plot of some of these flow regimes:
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Fig. 3.C.3 - Bourdet Derivative and various flow regimes
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3.C.7 Bourdet Derivative & Other models

The use of the Bourdet derivative does not stop with flow regimes. The Bourdet derivative can
display the signature of numerous well, reservoir and boundary behaviors. Again the loglog
plot below shows some typical behaviors detected from the observation of the Bourdet
derivative.
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Fig. 3.C.4 - Bourdet derivate and other models

3.C.8 Modeling

The actual measured data is matched to a full model response selected by the interpreter from
the identified flow regimes, including the appropriate well and boundary models and the actual
production history.

Data Ap Model Ap
1000 - ..7/
100
10 N
Data Ap’
1
1E-4 1E-3 0.01 0.1 1 10 100

Fig. 3.C.5 - Modeling
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3.D The use of modern deconvolution

Deconvolution in Pressure Transient Analysis has been the subject of numerous publications.
Deconvolution could tentatively be used (1) to remove wellbore storage effects in order to get
to IARF earlier, (2) to turn a complex noisy production history into an ideal drawdown ready
for interpretation, (3) to explore boundaries not detected by individual build-ups.

Despite the good hard work done on the subject, true deconvolution is fundamentally unstable.
To add stability into the deconvolution process one has to make assumptions that bias the
response. Until recently, when a new paper was published on the subject, the natural question
would not be “does it work?” but rather “where’s the trick?”.

This is no longer the case. A set of publications, initiated by Imperial College and
complemented by bp (e.g. SPE #77688 and SPE #84290), offer a method that actually works,
especially, although not exclusively, to identify boundaries from a series of consecutive build-
ups. There is a trick, and there are caveats, but the trick is acceptable and the method can be
a useful complement to PTA methodology.

Saphir offered on October 2006 the first commercially available version of this method. It was
since improved by adding additional methods and it is now a totally recognized and helpful
method, able to provide additional information, unseen through other techniques.

3.D.1 What is deconvolution? Why do we need it?
3.D.1.a The need

Analytical models are developed assuming a perfectly constant production as drawdown type-
curves. In reality a well test, or a well production, is anything but constant. Rates vary in time,
and the producing responses are generally so noisy that we usually focus on shut-in periods
only.

In the simulated example shown on the plot below, the total production history is 3,200 hours,
and the build-up is only 100 hours long. What we see on the loglog plot corresponds to only
100 hours of diffusion. We use the superposition of the rate history in the derivative
calculation, but this is only to correct superposition effects; we really only see 100 hours of
diffusion.

But there is more than 100 hours of information in the total response. Pressure has been
diffusing for 3,200 hours, some locations far beyond the radius of 100 hours of investigation
have felt the effect of the production and this information has bounced back to the well. So
there is more information somewhere in the data, but not in the build-up alone.
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The idea behind deconvolution is, in this example, to recreate from the real data, the ideal
pressure response to a constant production over the same period (see below). If such a
response was created, we could extract a loglog response of 3,200 hours duration, and the
virtual data extracted this way would show much more of the reservoir than the 100 hour
build-up could possibly reveal alone.

In other words, if we extract the deconvolved data from the real pressure response without
assumptions, we will be able to get a much longer response, or the same response for a much
shorter test.

TTT

T TTTImT T TTTIT T T TTTImT T TTTIT T TTTTTH
5000 El

T TTTT

4000 Iy

Lo Lo Lo Lo Lo Lo

NA

TTTITIT

3000

100 &

13007

800°

3007

R R AR AR AR AR AR RAR) LAAR LAAR LAAR LAAR LAAR LAAR LAARNRAAR LA 10
0 400 800 1200 1600 2000 2400 2800 3200 0.01 0.1 1 10 100 1000

Fig. 3.D.3 — Deconvolution: p,(t) Fig. 3.D.4 — Deconvolution: Ap,(At) & Ap’,(At)

In theory we may not even need to shut the well in. With deconvolution we would make a
stepwise construction of an ideal constant pressure response and be able to perform a
Pressure Transient Analysis whenever we have some rates and pressures recorded at the same
time. One of the Holy Grails of transient analysis has been found?

3.D.1.b Mathematical formulation

Before looking at deconvolution, we need to know a little about what constitutes convolution.
The mathematical definition of the convolution of two real functions is:

[f®@gl) =] f()olt-)dz

Convolution is what we do when we apply the principle of superposition (see Chapter 2) in
order to get the pressure response Ap(t) for a complex rate history q(t) knowing the ideal
pressure drop Ap(t) for a constant, unit production. We have:

_ aApu(t_z-) _ '
Ap,,(t) = J-OQ(T)WT = IOQ(T)AD ,(t—7)d7
Where Ap', (t) Z%
In other words: Ap=q&®Ap', =q'®Ap,

Note that, when the rate history is a step function, the calculation of this integral will bring the
‘usual’ superposition equation, seen in Chapter 2:

p(t)z P _Zn:(qi _qi—l)Apu (t_ti)

i=1
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What we know from the test data is the pressure response Ap(t) and the rate history q(t).
What we are interested in is Ap,(At), the ideal response for a constant production. The process
of getting a convolution component (Ap,) from one convolution component (q) and the
convolution product (Ap) is called deconvolution.

We will not get into the details of the past work on deconvolution. There was what we call
‘blind” deconvolution, i.e. a stepwise ‘de-superposition’ of the pressure data assuming nothing.
This is an unstable and divergent process. There was also ‘constrained deconvolution’, such as
moving to Laplace space and dividing the Laplace pressure response by the Laplace rate
history. The weak point was generally in the assumptions made. Other deconvolution targets
were more limited, such as getting an early IARF response by deconvolving the early time
build-up with the ‘assumed’ downhole rates corrected by wellbore storage. However all these
attempts had limited success. Deconvolution was considered a nice but unrealistic idea.

However, a new approach has recently been developed by Imperial College and bp. This
approach has generated much enthusiasm, and although it is valid and useful, it is most
important to bear in mind the assumptions and the limitations, as there are, indeed, some. It
is based on a change of variable corresponding to what we really look for, ie the derivative on
a loglog scale.

We definec=In(At) and z(o)= |n|:dpu (At)} _ In[dpu (o-)}
d In(At) do

With this change of variable, the convolution equation becomes:

p®)=p [ qlt—e” " do

3.D.2 Deconvolution Method 1 (von Schroeter et al., 2004)

This method was initially presented by von Schroeter et al. (Imperial College) in 2004. The
suggested reference SPE Paper is #77688.

3.D.2.a Problem unknowns

Instead of looking numerically for the pressure response for a unit rate Apu(At), we change the
unknown and consider the response upon which we will base our diagnostic. i.e. the logarithm
of the pressure derivative response as a function of the logarithm of time:

L L 111

Fig. 3.D.5 - 1°* (and main) unknown: z(c)
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o= In(At) and Z(O') — |n|:dpu (At):| _ |n|:dpu (0):|
d In(At) do

The principle of the new deconvolution method is to find the derivative curve z(c) which, using
a modified convolution expression, will match the data. The curve z(o) is defined as a polyline
or a spline. It has an initial point, as (0,0) makes no sense on a loglog scale. Its time range is
the elapsed time between the beginning of the production history and the last data point we
will try to match (3,200 hr in the previous example).

The curve z(c) is the main unknown. There are two additional sets of optional unknowns: the
first is the initial pressure p;, which may or may not be known. The last unknown is a tolerance
to errors in the rate history, which we need to introduce for the optimization process to
converge.

»

g

v

Fig. 3.D.6 — 2" unknown: p; Fig. 3.D.7 - 3" unknown: Aq’s

3.D.2.b Problem objective function

The three unknowns above are adjusted, in a nonlinear regression process, to minimize an
objective function. This objective function has three components.

Naturally, the first and main component of the objective function we want to minimize is the
standard deviation between the convolved model and the pressure data (Fig. 3.D.8 below).
This may be all pressure data or, more likely, a series of time intervals where the pressure
data is considered reliable. Typically, successive build-ups are a good candidate, unless the
producing pressures are exceptionally smooth as in the case of clean gas tests for example.

Fig. 3.D.8 - 1st objective function
minimize distance between simulated and real data
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The second component of the objective function is the total curvature of the derivative
response. When several derivative responses provide an equivalent match, the idea is ‘the
simpler the better’. Among the candidate responses, the one with the smallest total curvature
is selected. In other words, if several variations give a good fit, the one that transits smoothly
between the points is preferred to those that oscillate.

The third and last component of objective function is the modification in the rate values
required to obtain a match. Again, for the same quality of match, the solution that requires the
smallest changes in the rates is selected.
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Fig. 3.D.9 - 2" objective function Fig. 3.D.10 - 3" objective function
minimize total curvature minimize rate correction

3.D.2.c Deconvolution in plain English

This essence of this new deconvolution method is optimization. Instead of optimizing model
parameters at the end of the interpretation, we take a discrete representation of the derivative
we are looking for, and we shift it and bend it until it honors the selected data after
integration, to give us a unit pressure change response from the derivative, and convolution,
to take the rates into account.

Because we need to account for some uncertainties on the rates and for better behavior of the
optimization algorithm, we allow the rates to change a bit, but we try to make this change as
small as possible.

We want the resulting derivative curve to have the same kind of signature as the various
analytical and numerical models we use. To achieve this we make sure that the total curvature
of the response is reasonable, i.e. the resulting curve is not too twisted.

Once we get our deconvolved derivative, we integrate to get the pressure response and show
both pressure and derivative on a loglog plot. As this is the theoretical response for a constant
rate, we match the deconvolved data with drawdown models, not superposed models.

Because this deconvolved response is not data, but ‘only’ the result of an optimization that
may be imperfect, we keep an eye on the real data by superposing the model and looking at
the history match on the real, not the deconvolved signal.

3.D.2.d Field data application

The history plot below shows 3,000 hours of permanent pressure and rate recordings. The
three longest build-ups are extracted and shown on a loglog scale below.

The green and red build-ups are strictly telling exactly ‘the same story’, while the blue build-up
is consistent at late time but diverges at early time, with apparently a different wellbore
storage and skin.



Dynamic Data Analysis - v4.12.03 - © KAPPA 1988-2012 Chapter 3 - Pressure Transient Analysis - p88/558

- E T TTTTIT T TTTT T T TTTTTT T TTTIT T TTTTTTH
9soo€ E 3
8500 . : :

3 o =, — S
1500_2 . 1000 E = TAl - :
65003 E o i ]
ss00 r :?';! 14 N

E r Tl NN 7
45003 et Tn s

; WOET T e A

15000{ g~ E - .
10000 - " i
50007 F Lot i
Iy b T T EE AN R B ] [N AAR! R L LA AL A 10 L1 |.|r'\|| Lot [ NN RN [T
0 500 1000 1500 2000 2500 3000 3500 4000 4500 0.01 01 1 10 100
Fig. 3.D.11 - Production and pressure history Fig. 3.D.12 - Normalized loglog plot

If we apply the von Schroeter et al. method on the two coherent build-ups (green and red) the
process is successful and the resulting deconvolution is shown in the figure below. The late
derivative dip in both build-ups does not correspond to a pressure support but the beginning of
a closed system. The late time unit slope in the deconvolution derivative will provide a fair
estimate of the well drainage area. Because we had two build-ups the deconvolution process
could also back calculate a consistent value for the initial pressure.
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Fig. 3.D.13 - Deconvolution with the two consistent BU’s

3.D.2.e Main limitation of von Schroeter et al. method

We take the same real example as in the previous section, but we consider the third build-up
later in the same well production history. If we extract and compare the derivative response of
the three build-ups, they tell more or less the same story at late time but the early time
response is inconsistent with the two initial build-ups.

If we calculate the convolution with no constraint from the three build-ups, or even using any
of the two first build-ups and the last, we get an erratic deconvolved signal (see figure below).
Coming back to Earth, we should remember that deconvolution is, after all, only a nonlinear
regression process.
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Any engineer that has been using nonlinear regression on analytical models knows how this
process is impressive when it succeeds and pathetic when it fails. It is the same here. The
inconsistencies at early time have forced the spline to oscillate to the best, actually least bad,
fit for the early time of the three build-ups. This had a residual effect at late time and the
spline had to oscillate again to get back on track. It is frustrating, because we do not really
care about the early time, and the late time of the three build-ups were telling more or less the
same thing. But the process has failed, because it is just a brainless numerical process that is
not able to incorporate this early / late time distinction. Hence, the process is doomed, looking
for a global solution that does not exist.
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Fig. 3.D.14 - Deconvolution from the three BU’s

If we want to use deconvolution for, say, volumetrics from PDG data, we are likely to see the
wellbore storage and skin change over time. We face here a major potential limitation of the
deconvolution. It also kills any hope to have the deconvolution become a single button option
that would give the engineer a reliable late time response at no risk.

To be fair to the von Schroeter et al. method, it could give a more stable answer if we
increased the smoothing of the algorithm. This amounts to give more weight to the ‘minimum
curvature’ part of the error function at the expense of the ‘match data’ part. The algorithm
then sacrifices the accuracy of the match in order to get a simpler, smoother derivative curve.

The danger of using smoothing is to hide a failure of the optimization and get a good looking
but absolutely irrelevant deconvolution response. Such irrelevance could be detected when
comparing the reconvolved pressure response to the recorded data on a history plot. However
this problem is one of the main, frustrating shortcomings of the original von Schroeter et al.
method.

3.D.3 Deconvolution Method 2 (Levitan, 2005)

It is possible to perform a deconvolution for a single build-up if we combine the shut-in data
with a known value of initial pressure (see the consequences below in the paragraph ‘Pi
influence on the deconvolution’).

The workaround suggested by Levitan is to replace a single deconvolution for all build-ups by
one deconvolution for each build-ups.
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As deconvolution can be done using pi and any build-up, the idea of the Levitan method is to
perform one deconvolution for each build-up with a common value of initial pressure. The first
guess of pi may produce divergent deconvolution responses. The value of pi is reiteratively
changed until one gets a consistent late time response for all deconvolutions. Because each
deconvolution only honors one build-up data at a time, there will not be any instability at early
time.

This process is easily accessed in Saphir: this Levitan et al. deconvolution method is proposed
when multiple periods are extracted: ‘Separate deconvolutions with a common pi’ (Levitan et
al). The checkbox ‘force Pi to:’ is automatically tagged ‘on’ and pi must be entered manually.
This option calculates automatically one deconvolution per extracted period. The results
working on the 3 build ups is shown below:
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Fig. 3.D.15 - Automatic 'separate deconvolution with a common pi’

When ignoring the Pi:

The process would be a bit more complicated if we did not have a couple of coherent build-ups
to start with. If we had, say, only Build-up #1 and Build-up #3, we would have to ‘play’ with
the initial pressure until the late time behaviors are coherent and give the same reservoir size.
Attempts at deconvolution with values that are both too low too high for pi are shown in the
plots below.

This becomes a trial-and-error process, until the late time behavior is coherent for the two
build-ups although this just may not be possible. We see on the plots below that the late time
behavior are reasonably coherent but crossing each other.
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The Levitan method addresses the main limitation of the von Schroeter et al. method. However
two problems remain:

a) It requires a re-iterative process where the initial pressure is assessed and corrected
until the coherence of all convolutions is reached. Attempts to add an optimization loop
on pi have failed so far.

b) A deconvolution using a given build-up and a single additional point (the initial
pressure) will not provide additional, intermediate behaviors that we may detect if we
were running a single optimization on all build-ups. Some information is therefore
potentially lost in the separation process.

3.D.4 Deconvolution Method 3 (Houzé et al., 2006-2010)

When we extract several shut-ins from PDG data and compare them together on a rate
normalized loglog plot, they often, remarkably exhibit the same behavior at late time but
vastly differ at early time, with different wellbore behaviors and apparent skin factors.
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Fig. 3.D.18 - Multiple build-ups from PDG data

This inconsistency ruins the stability of the von Schroeter et al. method and forces the
engineer to go into the tedious process of trial and error of the Levitan method.

When the inconsistency comes from different behavior at early time, a solution is proposed.

To illustrate this we can run a very simple simulation, or test design, of two systems with
different wellbore storages and skins but the same reservoir / boundary model. In this
example we use the simplest homogeneous infinite behavior but it applies to more complex
systems. The loglog plot of both responses is shown below left. Simulation 1 has a constant
wellbore storage. Simulation 2 has a larger, changing wellbore storage and a higher skin value.

The plot below right compares both simulations on a linear scale and displays the difference
between them. During the production phase, the simulations differ with an early time transient
corresponding to the different wellbore effects and the skin. When wellbore effects fade the
difference stabilizes at a level corresponding to APsi,(ASkin). When the well is shut-in there is
again a transient behavior, but when the wellbore effect fades the difference stabilizes to zero.
We will call this limit time the convergence time.
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Fig. 3.D.19 - Two simulations: log log plot Fig. 3.D.20 - Two simulations: linear plot

On the loglog plot, pressures do not merge at late time because we are plotting AP(At) = Pgpye-
in(At) = P,AAt=0). The Psp.in Values converge, and AP stabilizes at P, - Pye

The deconvolution is an optimization on P, not AP. We will get a stable process, not affected by
early time discrepancies, if we run an optimization on one build-up and the last part of the
other build-ups after convergence.

The Houze et al. method (called ‘Deconvolution on one reference period and the end on the
other periods’ in Saphir), allows specifying which period (blue in our case) will be taken as a
reference and all its data taken into account and the other periods (green and red) will be
taken into account at late time after the convergence time specified by the user.

It gives a single deconvolution matching with the reference period early time and
corresponding to all the periods at late time as shown below:
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Fig. 3.D.21 — Deconvolution with a period reference early time
and all periods late time

3.D.4.a Variant 1: Using Levitan method after Method 3

The main variable in the Levitan method is the initial pressure. Method 3 brings a value for pi
which is meant to be compatible with all selected build-ups and is a good candidate for the
Levitan method. Without any engineer interaction, the initial pressure resulting from Method 3
is used to execute the Levitan method immediately after Method 3, with no more trial-and-
error.
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From experience, this combination does not bring much. The problem with the Levitan method
is that each deconvolution will be the simple combination of a given build-up and a single value
of initial pressure. Even if we add one or two log-cycles between the build-up and the
deconvolution, all this addition will be coming from a single pressure value, and therefore
deconvolution will have no chance to pick-up intermediate behaviors.

3.D.4.b Variant 2: Using Method 3 on all build-ups

Method 3 consists in picking the convergence time, selecting a build-up and running the
optimization. This can be successively applied to all build-ups.

Compared to the Levitan method, we get the same number of deconvolution responses and
the post-processing is the same. However it has the advantage of using a ‘proven’
convergence time instead of a wildly guessed initial pressure, and there is no reiteration. In
complement, each deconvolution uses positive information from all build-ups, and it is possible
to pick intermediate behaviors that are beyond the reach of the Levitan method.

There is no guaranty that the late behavior of all deconvolution curves will be the same. This
will be the case only if the material balance information is consistent. If not, it will point out
that the deconvolution process may not be valid, either because of poor data or because the
hypotheses behind this deconvolution are not valid

3.D.4.c Remaining limitations

The deconvolution method presented in this paper clears some of the limitations of the von
Schroeter et al. method without some of the inconvenience of the Levitan method. However
limitations remain and should not be overlooked:

e Deconvolution works if convolution, i.e. the principle of superposition is valid. This in
turn implies that the equations governing our system are linear. This rules out any
nonlinearity such as nonDarcy flow, multiphase flow, etc. In such case the optimization
will give ‘something’ but this something may be plain wrong and misleading.

e For any practical purpose, the new deconvolution only works on shut-in periods. This
observation is the basis of this Method 3, which otherwise would not be valid.

e Attempts to integrate interference wells in the deconvolution process have failed so far.

e Deconvolution apparently adds one or two log cycles but there is no magic. We had this
information before. When interpreting a build-up, a properly trained engineer checks
the coherence of the model on the pressure history plot. If the simulation was
inconsistent it was the sign that ‘something’ had affected the long term response that
was not detected during this build-up. Adding this ‘something’” would often amount to
adding some late time boundary behaviors, in order for the model to follow the data
throughout the well history. The new deconvolution just does that, but in a very elegant
way.

e Deconvolution is not a video game that turns bad data into good ones.. When
successive build-ups are inconsistent, the deconvolution optimization will fail. At best it
will be specularly, but in the worst case it will look OK and will be misguiding.

e With Method 3 different wellbore storage and skin factors may be handled. However the
rest of the model must remain constant. The idea of getting all shut-ins from ten years
of a permanent gauge, then run a deconvolution is perfectly ludicrous. In real life the
system changes and the convolution of a single model over several years just does not
make sense.
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3.D.5 Piinfluence on the deconvolution

In the case illustrated in the figures below, we have run a test design with a homogeneous
infinite model. So we know that the right response is homogeneous infinite. It starts from an
initial pressure of 5,000 psia. There was a 400 hours constant rate production period followed
by a 100-hours shut-in.

When the deconvolution is run with too high a value of pi (red dot), there is an additional
depletion compared to the infinite case. In order for the deconvolution to honor both the build-
up and the initial pressure, it will have to exhibit at late time an increase of the derivative
level, typical of a sealing boundary. Conversely, if we entered too low a value of pi (blue dot),
there needs to be some kind of support to produce depletion smaller than the infinite case. The
deconvolution will exhibit a dip in the late time derivative.

In other words, deconvolution honors the data of the first 100 hours of the build-up, and then
uses the flexibility of the 400 last hours to ‘bend’ in order to be compatible with the entered
value of pi. Why is the shape so smooth? Because, on top of this, the optimization process
minimizes the total curvature of the derivative curve.
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Fig. 3.D.22 - Deconvolution of a single build-up with different values of pi
For an infinite reservoir - Left: Simulation; Right: extracted build-up
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Fig. 3.D.23 — Deconvolution with pi too high (red) or too low (blue)
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How does this work?

We had 400 hours of production and 100 hours of shut-in. Deconvolution is attempting to
provide 500 (theoretical) hours of constant production. The first 100 hours of the spline
representation are rigid, because they have to match the build-up. We have a loose tail
between 100 and 500 hours. The regression moves the tail up or down in order to match the
initial pressure pi after superposition, i.e. to match the depletion during the producing phase.

If the initial pressure is higher than the infinite case, the depletion is greater, and the reservoir
has to be bounded. If the initial pressure is lower, the depletion is less and the derivative of
the deconvolution will tail down and exhibit pressure support.

Now, there are hundreds of tail responses that could produce a specific depletion. Which one is
picked? The simplest one, because the regression selects the solution with the lowest
curvature, i.e. the one that will go smoothly from the part of the response that is fixed to
whatever PSS level. The first part of the data is rigid, the last part is more or less set by the
depletion and the transition is as smooth as possible.

Naturally, if we had more intermediate data, like some reliable flowing pressures, this would
‘firm up’ the deconvolution algorithm. The optimization first focuses on matching the data
before trying to get a smooth response.

3.D.5.a Implementation in Saphir

The implementation in Saphir gives access to any of the above mentioned methods, through a
very logical workflow.

The periods to analyze must be first selected for extraction, they may be picked interactively:

Pick groups to extract

als|a| 56| =8| -

Liquid rate v Time

#=4337.02 hr
v=100583.2 5TB/D
production H28

Help | Cancel | oK |

Fig. 3.D.24 - Selecting the periods

Having selected more than one build-up, when the deconvolution process is called its dialog
offers the various available methods:

- Looking for a common solution to all the extracted periods (Von Shroeter et al.)

- Separate solutions with a common Pi (Levitan et al.)

- Deconvolution on one period as reference, and the end of the other periods (Houze et
al.)

- Variant 1 : Levitan et al. after Houzé et al.
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Fig. 3.D.25 — Deconvolution dialog before and after run

The Pi can be forced to a fixed value to improve the process efficiency.
The rate history correction can be desactivated.

It is possible to superimpose the deconvolved signal and the individual build-up data in a rate
normalized way. The reconvolved responses corresponding to the build-ups can also be
plotted.
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Fig. 3.D.26 - Deconvolved response
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and reconvolved response

3.D.6 Using sensitivity to assess the validity of a deconvolution

The early time part of the deconvolution response is constrained by the build-up data, and the
tail end is adjusted to honor other constraints, such as the pressure drop between the
successive build-ups. When no constraint is applicable to a part of the data, the deconvolution
picks the smoothest possible path to minimize the curvature. There may be intermediate
boundary effects in the ‘real’ reservoir, but we have no way to know. An issue is to assess
which part of the deconvolved data is positive information, and which part is just a smooth
transition between positive information.

This is a very serious issue, and may be one of the main dangers of the deconvolution process.
When we interpret data and choose the simplest model that honors whatever we have, we
know the assumptions we make. When we add a closed system to a model matching individual
build-ups in order to reproduce the depletion, we know that we are taking the simplest model,
but that there may be additional and intermediate boundaries that we may not see. In its
apparent magic, deconvolution presents a long term response that is NOT positive information
but just a best match. So how can we discriminate positive information and information by
default?
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One element of answer is to calculate a sensitivity. The deconvolution parameters include the
points of the z(c) response, the curvature of this response and the rate changes. Looking in
the Jacobian of the deconvolution matrix we can see the sensitivity of the match to the
individual points of the z(c) response. In Saphir we normalize this and show it as a vertical
sensitivity band for each point of z(o).

This band does not quantify the real, physical, uncertainty. It only provides a blunt statistical
description of the problem around the solution point and answers the question, "By how much
can I move this node until the match is affected?” If the sensitivity is high, we are close to
positive information and the uncertainty band is narrow. If, on the contrary, moving a point up
and down has no or little effect on the global response, then we know that this section of the
response may not be very relevant. In order to illustrate this we have taken two extreme
examples.

1000

100(;

0.1 1 10 100 1000

Fig. 3.D.28 - Sensitivity representation
single build-up and no pi (1/2)

In the above figure we have done what we should never do: calculate a deconvolution with a
single build-up WITHOUT imposing a value of pi. The problem is completely under-defined,
because we can move the tail end of the deconvolution and get a perfect match of the data by
compensating pi. So the tail end is completely irrelevant and it shows on the sensitivity plot.

In the below left figure, we have run the deconvolution with the two build-ups of the original
example. We let pi be calculated by the deconvolution process. As one can see, the sensitivity
is much better, but intermediate behavior could have been different. What made the
deconvolution pick the selective curve was its smoothness. Now, in the right side figure the
same deconvolution was run but the value of pi was fixed. This makes the sensitivity graph
even better.
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3.D.7 Conclusion (in 2010)

The recent deconvolution is a nonlinear regression on a model derivative, without knowing the
model. The main unknown are these derivative points on a loglog scale. We curve is bent,
integrated and superposed in order to best fit the data of interest, generally consecutive and
reasonably consistent build-ups. Additional unknown may be the initial pressure and some
slack on the rate history. Additional constraints include a minimization of the curvature and of
the amplitude of the rate changes.

This new deconvolution provides, in one run, a synthesis of information present in different
parts of the pressure / rate history. When you combine two build-ups that are far apart in
time, you do not only check their coherence but you integrate, in the deconvolved response,
the information of depletion that took place between these two build-ups.

There is nothing really that a conscientious and trained engineer could not do before having
this tool, but all this information is calculated in a single run, early in the interpretation
process, instead of being a trial-and-error, last minute analysis following the interpretation of
the individual build-ups.

So the tool is useful and interesting, but we must emphasize its uses and limitations:

e For any practical purpose, today it only works on shut-ins.

e It should not be used as a black box. It is only an optimization process, and
optimization processes are typically impressive when they work and pathetic when
they do not. Any error in the deconvolution process will be carried over during the rest
of the interpretation.

e Deconvolution should be considered a complement to, not an alternative to, standard
build-up analysis. It can be useful, early in the interpretation process, to run a
deconvolution and see if it carries any information that could be integrated in the
engineer thinking process, but the reference and ultimate decision should come from a
match on the real data (typically the history match and the individual build-ups), not
only the match on the product of an optimization process that carries some
assumptions.

e To work at once it requires us to bundle together coherent, typically build-up,
responses. When build-ups are incoherent, it is still possible to run individual
deconvolutions based on the same value of pi, and modify pi until the different
deconvolutions are coherent.

e Deconvolution only works if superposition works and if the system does not change in
time. Superposition works if the running equations are linear. If the flow is nonlinear
(e.g., material balance depletion, nonDarcy, multiphase, etc) deconvolution will fail and
may be misguiding. Same will apply, even if the diffusion is perfectly linear, if other
wells are interfering with the analyzed pressure response (multi-well case).

So, as with any new tool there is the ‘buzzword’ syndrome. It should not be oversold nor
overbought. Deconvolution is NOT the silver bullet that will provide your reserves that we
could not see before.

Still, it is great to have something new in an area where the last really innovative theoretical
tool was the 1983 Bourdet derivative.
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3.E Modern PTA methodology

Modern Pressure Transient Analysis is based on the use of PC based PTA software products.
The key for any modern software is to combine user friendliness and a powerful technical
kernel, with both analytical and numerical capabilities. In terms of methodology, the central
diagnostic tool is the loglog plot, showing both pressure and the Bourdet derivative used for
the diagnostics and the match with the selected model(s). The sections below describe the
typical path of today’s Pressure Transient Analysis. It was our understanding of what this
typical path should be that led us to implement this in Saphir.

Once the interpretation is initialized the first task is to get a coherent and representative set of
rate and pressure data. This includes loading the data, quality check and validation and editing
to prepare for analysis. One or several periods of interests, typically buildups, will then be
extracted and the diagnostic plot created and the data diagnosed. The interpretation engineer
can select one or several candidate analytical and/or numerical models, set their parameters
and generate these models. For candidate models that are retained, the engineer can refine
the parameters, either manually or using nonlinear regression. Once the model parameters are
finalized, the user may assess the sensitivity and/or cross-correlations of the parameters using
confidence intervals from the nonlinear regression and run sensitivity analysis. Finally, a report
is issued.

The path above is the default path when all goes well. In reality, for complex problems, it may
be a trial-and-error process where the interpretation engineer may decide to go backwards
before continuing forward again when a segment of the process is not satisfactory.

3.E.1 Initialization

The interpretation engineer must first input information required to identify the test and select
the main options that will set up the interpretation process: the type of fluid (that will
determine the function of the pressure to be used) and the type of test (standard,
interference). The engineer may start with a standard analysis, nonlinear numerical, shale gas
or coalbed methane (CBM), multilayer analytical or linear numerical, or a formation tester type
of analysis. The final input will be the parameters that are assumed to be known which are
required to calculate the interpretation results: porosity, net drained vertical thickness, well
radius, etc.

New document - page 1J2 - Main options @
Min aptians | nformation | Units | Comments |
Test tupe: Fluid type:
) Standard Reference phase:
" Interference Gas 4
G | t = Avallable rates:
PayZone: |30 it - I~ ol
Porosity: |01 2
I wiater
Reference time [t=0) Start with analysis
" Standard
06/06/2010 o000 = @ MenLinear
¥ shale gas
I coalbed methane
" MukiLayer
" Farmation Test
Help Earel

Fig. 3.E.1 - General conditions
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For a slightly compressible fluid, only a few PVT properties, assumed to be constant, are
needed: formation volume factor, viscosity, and total system compressibility.

New document - page 2/2 - PYT parameters &

Formation Wolume Factor 8 |1 BASTE -
Viscosiyp  [1 P -
Tatal campressibilty ct pei-1 -

v Advanced

é Calculate fiom corelations

oo [
o [
o [N

ef 3E-6

psil -

Help << Back Eevadl

Fig. 3.E.2 - Slightly compressible fluid

For other phase combinations, a choice of correlations or input of PVT tables is required to
calculate the pseudo pressure and pseudo time functions.

New document - page 2/3 - PV parameters &

o alaloalal B @@ ==

Temperature option Reservoir parameters

e Fieservoir Temperature

- 212 ¥ =
Fieservoi Pressure
5000 s v
Flid type:
”
[
C Dy Gasi) [ =] Pressue enge
5 Minmum [146%53  [psis <)
M. 100747
t Condensate [dew point fluid) SHmum
Inciement & Hpts  C Vake
 From PYT repart @l
201
v Editintatacial tansions (0]
) with candensae recombination
Help << Back Cancel

Fig. 3.E.3 - Defining the PVT

3.E.2 Loading Data

Import from flat ASCII files, manual input and copy-paste from a spreadsheet are the main
methods used to load data. However, data is increasingly read from databases sometimes with
a direct real time link to the running acquisition systems of service companies during the test.
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Fig. 3.E.4 - Loading Data: Define data source  Fig. 3.E.5 - Loading Data: Define data format

Unlike for open-hole logs and despite several attempts in the past, as of today (2010) no
industry-standard ASCII format has emerged to execute the load with a click. In Canada the
EUB has published a format (PAS) for compulsory electronic submission of test data and
results, but this remains very oriented towards local legal procedures. So software packages
have to provide the engineer with the flexibility to interactively define the file format, in order
to cover the wide variety of existing files.

Originally, the amount of data was a real issue because of limited available memory running
under DOS, the cost of computer memory, and the fact that the size of the data arrays had to
be declared and set by the software programmers at compilation time. All these limitations
have gone. Today’s software can easily handle multiple gauges and volume of gauge data
acquired during a well test which is sometimes more than a million data points.

The recommended procedure is to load all data acquired from all gauges during the well test,
and not just a filtered subset. Filtering can always been applied later, on duplicate data sets.
However, things are changing with the spread of permanent downhole gauges and the
increased usage of production data in Pressure Transient and Production Analysis. The amount
of production data is one order of magnitude higher, and is much less smooth than a typical
buildup. Smart filters, such as wavelets, are increasingly required to reduce the volume of the
data, retaining any trends and significant changes and at the same time eliminate noise. The
processing of Permanent Downhole Gauge (PDG) data is covered in another chapter.

3.E.3 Quality Control

Quality Control is an essential part of the interpretation, too often overlooked in the past, it
includes:

e Validation of the gauges: identification of failures, drift, clock failure, resolution, etc.
e Identification of operational problems.
¢ When applicable, identification and correction of tidal effects.

e Discrimination of wellbore effects from reservoir effects.
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Quality Control has fortunately become a growing concern. Previously, an interpretation
engineer would often consider the buildup data only and match it with, for example, a radial
composite model; whilst all too readily ignoring the possibility that the test behavior could
indeed be related to wellbore phase redistribution. An efficient tool to diagnose wellbore effects
is the dynamic calculation of the difference between the gauges measuring the same data. The
value of the difference itself is of little interest as long as it stays within the gauges accuracy.
However, variations of the difference may be a valuable source of information.

When two pressure sensors are set at the same depth, as with a dual gauge carrier, their
difference can be used to check their synchronization (time shift) and their coherence. Gauge
failure and gauge drift may be identified.

When the gauges are set at different levels, as in a tandem configuration, any change of the
pressure gradient occurring between the gauges may be detected. In the presence of phase
segregation problems, the proper placement of dual gauges may help qualifying and even
quantifying these problems. The engineer will avoid pointlessly interpreting and using a
complex reservoir model behavior that has absolutely nothing to do with the reservoir.

In the absence of dual gauges, one can calculate the derivative of the gauge versus time, and
plot it on a linear or log-log scale. This will act as a ‘magnifying glass’ of the pressure behavior.
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Fig. 3.E.6 — Data Quality control using dual gauges and Drifting gauge

Even though people associate the difficulty of well test interpretation to the modelling part, a
lot of thinking takes place at this stage of the interpretation, as it defines the starting point
from which the diagnostic will take place. Failing to identify any operational problems can
potentially jeopardize the whole interpretation process.

There is a side advantage in performing a comprehensive Quality Control: after going back and
forth between the data and the well test report, the interpretation engineer will know what
happened during the test, even if he/she was not on-site.

3.E.4 Editing data

Loaded data may be the result of careful post-processing by the data acquisition company, in
which case no or little editing may be needed. But very often the interpretation engineer will
have to gather data of unequal quality and from different sources. Pressures will often be
acquired downhole in real time or with a memory gauge, while rates will still be measured at
surface and come from the well test report with a different time sampling.
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Beyond the usual cleaning of irrelevant data and the correction of load errors, the main
challenge will be to end up with at least one coherent, synchronized set of rate and pressure
data. To get there the engineer may have to perform the following tasks:

e Get all data acquired electronically to the same reference time.

e If not already loaded, create the rate history graphically by identifying the pressure breaks
and get the rate values from the well test report. Use a facility to automatically identify the
shutin periods and automatically correct the production history from volumes to rates.

e Refine the production history, when the time sampling of rate measurements is too crude.

e Conversely, if the production history goes into useless details, simplify the rate history to
reduce the CPU time required to run the models.
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Fig. 3.E.7 - Editing data:
Pressure and production history adjustment

3.E.5 Extraction and diagnostic

Once the data have been synchronized and validated, the analysis itself will start. The engineer
will focus on one or several gauges, one or several flow periods, and will create the appropriate
diagnostic tools, starting with the loglog and the semilog plots. When several gauges are used,
they will be overlaid. When several production and/or shutin periods are extracted, they will be
rate-normalized, then overlaid. In the case of Saphir, this extraction is followed by an
automatic positioning of a horizontal line for IARF on the Bourdet derivative and a unit slope
line for pure wellbore storage on both pressure and the Bourdet derivative. This positioning is
set by a relatively simple filtration, the main goal being to put these lines in the same ‘range’
as the data. Surprisingly, this sort of processing works quite well in the case of simple
responses, giving an instantaneous estimate of the wellbore storage and permeability-
thickness product. In case of complex behavior, the software may have selected the wrong
level of the derivative for IARF and or the wrong unit slope for wellbore storage. The
interpretation engineer will then interactively move the two straight lines in order to properly
position these flow regimes.
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Fig. 3.E.8 - Match lines

During the extraction process, and possibly later, the engineer may decide to control the
derivative smoothing, apply a logarithmic filter, and in the case of a shut-in, control the last
flowing pressure.

3.E.6 Deconvolution

The new deconvolution method developed in the last few years was presented in a previous
section. Extraction of the deconvolution may occur right after the extraction of the individual
shut-ins, or much later after the interpretation of the individual shut-ins.

Deconvelution
Deconvelution method settings

" Deconvolution on all extractad periods, all data at once (Von Schroeter et al) smoothing: 0.5 X
(" Separate deconvolutions with a common pi (Levitan st af) [ force pi to: 611061 psia |3
" Deconvolution on one reference period and the end of the other periods (KAPPA) I™ no flexibility in the rate history Advanced
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]
Help | Cancel | Run oK.

Fig. 3.E.9 - Deconvolution dialog
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3.E.7 Diagnostic

After extraction, data problems overlooked in the initial quality control may become apparent,
requiring further data editing, and a new extraction.

Looking at the derivative response will generally be the starting point of this process.
Individual features in the derivative signature will be considered, validated or rejected, and
potentially associated to a well, reservoir or boundary model. These possible assumptions must
then be compared to what is already known from other sources.

Depending on the diagnostic, the loglog and semilog plots can be complemented by other
specialized plots to identify specific flow regimes by straight line analysis. However this
approach has been made largely redundant by the introduction of the modern approach. The
engineer will have the choice of the pressure function, the time function and the type of
superposition that will be applied to the time function; raw function, tandem superposition for
simple buildups, or multirate superposition.

Depending on the prior knowledge and the complexity of the response, the problem may be
very quickly restricted to one or two alternatives, or the range of possibilities may remain
large. For exploration wells, the uncertainty in the explanation may stand, and alternative
explanations may be presented in the *final’ report. Further tests and increased knowledge of
the reservoir could allow, later, narrowing down the range of possibilities, months or years
after the initial interpretation.

3.E.8 Model generation

The engineer, after diagnosing the behavior, will then select one or several candidate models.
The process below will be duplicated for each considered model.

The objective is to use the modelling capability of the software to match in part or in totality
the pressure response. This will consist of selecting one or several models, which may be
analytical or numerical. Then, entering a first estimate of the model parameters, running the
model and comparing the simulated results with the real data, on all relevant plots.

Al based Model advisers may be used to speed up the process by detecting if a derivative
response can be explained by a certain combination of well, reservoir and boundary models,
and produce a first estimate of the model parameters with no user interaction.

Today’s software products offer a wide choice of analytical models. Typically the user will
select a wellbore, a well, a reservoir and a boundary model. Unfortunately, our ability to solve
problems mathematically is limited, and all combinations of well, reservoir and boundary
models may not be available. This is sometimes frustrating to the engineer, as in this case only
portions of the response can be matched at any one time.

There are many ways to estimate parameters: (1) from the results of specialized plots that
may have been created in the analysis; (2) from straight lines drawn on the loglog plot
(wellbore storage, IARF, fractures, closed systems, etc.); (3) from interactive features picking
the corresponding part of the derivative signature; (4) by manual input.
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Fig. 3.E.10 - Interactive pick

For complex analytical models, only a few parameters, or relationships between parameters,
will be determined in a unique way from the well test response. The other parameters or
missing relations will be input from other sources of information. If this missing information is
not available, the problem will remain under-specified.

The previous remark on parameter estimation is even more critical when using numerical
models, where the geometry will essentially be built from prior knowledge of the reservoir, and
only a few ‘global’ unknowns will be deduced from the test.

It is no longer a technical problem to transfer information and data directly and dynamically
between applications, and there are dozens of public or proprietary protocols to do so (OLE,
COM, DCOM, Corba, etc.). As a consequence models generated from third party applications
may be transferred and run in pressure transient analysis software. The most common
example is a ‘standard’ reservoir simulator run.

The model is generated and compared to the data, in terms of both pressure and Bourdet
derivative on the history plot, the loglog and semilog plots. In case other specialized plots are
used, the model will also be compared on these different scales. At this point, the engineer
may decide to reject the candidate model, or keep it and refine the parameter calculations.
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Fig. 3.E.11 - Initial and Final model match
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3.E.9 Model refinement

Modification of the parameters: Before leaving the parameter refinement to an optimization
routine, the engineer should deal with the gross parameter errors if there are any. This will
increase the chance for the regression to succeed and converge faster, and it will secure the
choice of the model. Software will generally provide facilities to ease this process. For
example, parameters may be corrected if the engineer shifts the match on the loglog plot.
However, an experienced interpretation engineer with a good understanding of the sensitivity
to the model parameters will often do it faster by changing the values by hand.

Nonlinear regression: The principle is to use numerical optimization to refine the parameter
estimates by minimizing an error function, generally the standard deviation between the
simulated pressures and the real pressures at carefully selected times. The derivative may also
be integrated in the error function. The most commonly used optimization algorithm is
Levenberg-Marquardt, but there are many variants.

Among the model parameters, some may be fixed by the engineer. For the others, the
engineer may control their upper and lower limits. The data points on which the error function
will be calculated may also be user controlled. One major choice will be whether the
optimization is restricted to the analyzed period, or if it is extended to data outside the
analysis. In the first case, the match at the end of the optimization process will be as good as
or better than the starting point. If the optimization is performed on points beyond the
analyzed period, the overall history match will be improved, but potentially at the expense of
the quality of the match on the period used for the diagnostic.
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Fig. 3.E.12 - Setting regression points and controlling the optimization bounds

3.E.10 Sensitivity study

At the end of the nonlinear regression it is also possible to recover the confidence intervals.
They can be used to assess the sensitivity to individual parameters and eventual parameters
cross-correlations.

One can also run and display series of model generations corresponding to different values of a
given parameter in order to compare them on a single loglog plot. This is, to a certain extent,
the modern version of the type-curves, where dimensionless drawdown solutions are replaced
by the generation and extraction of detailed models with user preset ranges of parameters.
The figure below shows the sensitivity to the distance between a well and one single sealing
fault.
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Fig. 3.E.13 - Sensitivity to distance

3.E.11 Reporting Guidelines

A typical interpretation report will be split into two components: the ‘mechanical’ part, basically
the result tables and plots generated, directly or indirectly, by the Pressure Transient Analysis
package, and the ‘verbose’ part, where the engineer will report the objectives, the operations,
the interpretation, the confidence one could have on his interpretation, and possible
recommendations for well treatments and/or future tests.

There has never been an industry standard for reporting, except the Canadian EUB format that
is restricted to very basic results. Typically, professional interpretation reports will be
generated with two possible set-ups:

e A header document, from a word processor, with some ‘copy-paste’ of plots and results
from the PTA software, but with most of the ‘mechanical’ report delivered as an annex.

e An integrated document, typically from a word processor, where some plots and tables are
dynamically connected to the PTA software using some OLE or COM automations. The
advantage of this solution is that it is much more flexible. Once a model template has been
set up the reporting process will get shorter and shorter from one interpretation to the
next.

In any case the engineer must keep in mind that an interpretation is, at best, a best guess at a
given time, and ‘truth’ can evolve with time. The key word here is ‘interpretation’.

‘The reservoir is a circle of radius 4123.93 ft'.

This is probably the worst possible statement we can imagine in PTA. The reservoir is very
unlikely to be an exact circle. What we have in PTA is a range of models that we KNOW to be
over-simplified. We simplify to turn the qualitative into quantitative, and one must always be
factual. Also, the number of significant figures of a result must be reasonable, or at least not
ridiculous. It is not because the nonlinear regression finished at a given number that we must
keep all the significant figures of this number. So a much more reasonable statement would
be: 'If we consider that the late time behavior is linked to a close system, a reasonable match
was obtained with a circular reservoir with a radius of 4,100 ft.’

'‘The more I know about well testing, the more I worry’. H.J. Ramey Jr, 1989
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3.F Test design

Pressure Transient Analysis is performed on data that were acquired during dedicated
operations (well tests) or from permanent gauges. In order to optimize a coming well test, one
can use the modelling capabilities of the PTA software to run a test design, i.e. simulate the
response of a well test from the parameters or range of parameters we expect. It is then
possible to play with the different scenarios and adapt them to the various constraints and the
test objectives.

In order to run the scenarios the engineer must rely on known information and data or make
reasonable assumptions. To explore ‘what-if’ scenarios, sensitivity studies are carried out and
based upon these the engineer can choose both downhole and surface equipment including,
amongst others, pressure gauges with adequate accuracy and resolution. Surface equipment
must be selected which includes facilities to measure the flowrate of gas, oil and water. This
done, the engineer can make the safest and most economical plan to reach the test objectives.

3.F.1 Safety

Safety is the primary concern in all well testing operations and is the mandatory objective that
must be met before any other. With the safety constraints applied the objectives of the test
must be defined, operational limitations identified and scenarios considered that clearly show if
the objectives will be met and if not, why not. The safety aspects of well testing are covered in
a variety of documents and books available on the internet and elsewhere. All companies have
their own procedures and standards and they should all be fairly common as they have to
conform to rules and regulations set down by the various regulatory bodies overseeing
different parts of the world. This section is just to remind the reader that Hazard and
Operational studies (HAZOPS) for well test operations exist and they must always be applied to
ensure safe practice and operation.

3.F.2 Objectives

It sounds obvious but you must know what you want to achieve. What are the ultimate results
you would like to obtain from the considerable investment involved in running such a test, and
what are the results going to be used for. An assessment of the value of the results is also
necessary to avoid ‘overkill’ and unnecessary expenditures. Below is a non-exhaustive list of
parameters one may want to determine in a well test:

¢ Well model (fractures, partial penetration, slanted and horizontal well parameters)
e Reservoir model (double porosity, layer and composite parameters)

e Boundary model (distance and type of boundaries)

e Permeability

e Skin

e Heterogeneities (double-porosity, layer and composite parameters)

e Static pressure

e Layer parameters (properties and pressure)

e Layer contributions
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3.F.3 What data, what quality at what cost?

In order to gather the data necessary to meet the test objectives it is required to define the
type of tools that will achieve this. How critical is the accuracy of the downhole measurements
and what are the requirements with respect to surface flow rates? What is the requirement
with respect to frequency of sampling?

As a general rule the higher the sampling rate of a tool, the better it is for pressure transient
analysis. This is certainly the case with respect to downhole pressure and temperature
measurements, but is less critical with the surface flow rate measurements.

The tools must be carefully selected. The downhole gauges must have accuracy adequate for
the expected pressure response. If the differential pressure during a test is expected to be
small (e. g. high permeability and low formation damage) then the accuracy and resolution
becomes an important issue. It is also important to consider if high sampling rate of a tool will
have an adverse effect on its accuracy. How to program a memory gauge or decide to use real
time surface read-out gauge is an issue that needs to be resolved.

If multiphase production is expected in the wellbore or even in the formation then certain
considerations must be addressed. To decrease the wellbore volume, downhole shutin may be
considered to minimize the chances of phase segregation during a buildup and careful
placement of the gauge in the test string is important.

The below figure illustrates the programmed change in pressure acquisition rate just prior to a
buildup. The increase in sampling rate increases the noise.
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Fig. 3.F.1 - Increase in acquisition rate

When the diagnostic plot is affected by noise the recognition of the flow regimes becomes
more difficult and the choice of the correct interpretation model becomes ambiguous. See
following illustration.
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Fig. 3.F.2 — Ambiguous model identification

The behaviour of the period that will be analysed is very dependent upon the previous history
and in particular any disturbances immediately before the period in question. If flow rate
changes or small shutin periods immediately prior to the subject period cannot be avoided, at
least the value of the flow rates should be captured. This is a detail that should be stressed in
any test program.
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Fig. 3.F.3 — Disturbing the period for analysis

During a buildup that was designed for analysis purposes avoid as far a safety permits any
surface operations that may jeopardize the usefulness of the period. The example below
illustrates a real case where some surface operations affected the buildup period and rendered
it for all practical purposes useless for any analysis with confidence.
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Fig. 3.F.4 — History plot

3.F.4 Type of test

Fig. 3.F.5 - Loglog plot

There are several different tests mainly depending upon the type of well.

e Exploration

e DST
e Formation testing
e Appraisal

e Production
e Dynamic gradient
e Static gradient

The planning of any of these types of tests involves setting a scenario to theoretically evaluate

if the objectives of the tests will be met.

3.F.5 Scenario

In order to set a scenario some of the information is usually known and some are assumed.
The quality and quantity of the known parameters are dependent upon the amount of work
already carried out on a prospect, if the planned test is to be carried out in a known field, if the
well has already been tested at some earlier stage, etc. The below table summarises some of
the data necessary to set the scenario which will be used to theoretically simulate the test

which will be used for the final program.
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Well completion

PVT parameters

Rock properties

Reservoir
description

rw

Perforated interval
hw

Estimated damage
Depth

Deviation

Specific gravity
Volume factor B
Viscosity m

Compressibility co,
cg, cw

Estimated Pi (initial
pressure)

Net pay h
porosity f

formation
compressibility cf or
cr

Estimated
permeability k

Distance to limit
Limit types

Estimated Pi
pressure)

(initial

In order to illustrate the concept we will devise a scenario where the main objective of the test
is to determine skin, permeability and the distance to a seismic defined fault at some distance
away from the well (1500 ft).

The analysis of nearby wells has indicated the nature of the reservoir to be homogenous with a
permeability-thickness of some 1000 mDft. The skin is of course unknown but believed to
become positive after drilling in this relatively high permeability rock. PVT parameters are
known in this saturated reservoir, and porosity and net drained thickness have easily been
determined from open hole logs in advance of the planned test.

The well has been on production in excess of a year. The well will be shut in to run two
memory gauges in tandem and set in a nipple 100 ft above top of perforations. The sampling
rate of the gauges is set at a minimum sampling of one second. The below plot illustrates how
a five second sampling rate with a quartz gauge of 0.01 psi resolution and 1 psi noise should
look on a diagnostic loglog plot.
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Fig. 3.F.6 — Logarithmic scale
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The duration of the shutin that permits for the running and setting of the gauges is set to 24
hours to allow the pressure to stabilize. Then a one single constant production step of 1000
stb/d for 24 hours. This will be followed by a build up of 100 hours. The 100 hours was chosen
as the limit of buildup time. The reason is not necessarily to build up for the actual 100 hours,
but it is a duration that, from most practical viewpoints is the limit of most buildups in
production wells due to the production loss. This allows determining the optimum buildup time
in order to find the permeability, skin and distance to fault. The test design option of the
software was then used to calculate different scenarios and ‘what if’ sensitivities. The
simulated pressure history is shown in the figure below.
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Fig. 3.F.7 — Simulated pressure history

The defined production history and the model were used to study the sensitivity to the skin by
running various models and make a comparison. From the figure below it can be seen that
infinite acting radial flow will be reached for skin equal -2 at 7 hours shutin time, and skin of 5
at 14 hours shutin time. The combination of skin above 5 and the fault will mask the radial
flow thus permeability cannot be determined with any confidence. The sealing fault is detected
after about 25 hours shutin time, however the doubling of the slope will only happen after the
end of the 100 hours shutin.

The next figure illustrates that when the storage increases above 0.01 bbl/psi and the skin is
maintained at +10, then radial flow will not be reached and the identification of the fault
becomes ambiguous.
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Fig. 3.F.9 — Wellbore storage sensitivity

3.F.6 The final program

A final program is issued and contains all the necessary information to allow the field personnel
to safely carry out the well test and assure that all necessary equipment is available.

Specific responsibility levels and who is accountable for what part of the operation is defined in
the document.

Each phase of the operation is identified and durations of flow and shutin periods are clearly
defined. Usually a flow sequence is defined with one single and constant flowrate, this is
sometime confusing and the field personnel may try to achieve such a constant flowrate by
continuously adjusting the choke. To increase the chances of obtaining a solid analysis from
the data it is however recommended to avoid any choke changes during a single defined
flowing period as long as the flow rates are measured.

Finally the program is just that, a program; proper field supervision is of course indispensable
and adjustments to the plan must be continuous as conditions change.
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3.G Operational considerations: Gathering data

It is absolutely necessary, before running a test, to really identify what the test objectives are
and which data should be acquired. Part of this work will be achieved with the test design.
However, in complement the engineers and operators on site will need to clearly know what
information is needed. The following table can be used as a guide, but the list is by no means
exhaustive.

Type of data PTA
I.‘ Production history Yes
E Pressure history Yes
é | PVT, correlations, tables or constraints Yes
(g Wellbore radius Yes
Yes
) Porosity except
interference
h Net vertical drained thickness Yes
= Field map vy|th surroupdlng wells based Preferably
on seismic interpretation
Production history of surrounding wells Preferably
Complete completion log preferably with
E!Eﬁ a permeability log. Core and core Preferably
—_— analysis
H F Completion diagram and geometry,
iﬁi deviation, perfos, gauge depths. Preferably
All gauges, well test and operations
;| reports ves
! Choice of flow correlations or availability If pressure far
of lift curves from third party software from sandface
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3.H Quality Assurance and Quality Control
3.H.1 Introduction

During the early 1980’s the oil industry, especially in Northern Europe, went through a totally
justifiable drive to increase the quality and efficiency of work carried out in most of the
commonly related services involved in the production of oil and gas.

Quality control manuals and procedures had to be presented to prove that every effort was
fulfilled by the involved parties to assure that work, equipment and preparation procedures
were documented and followed. These documents had to be approved by a ‘controlling body’
before the company was qualified as an approved contractor. The QA/QC manuals described
and identified the procedures to follow, backed up by checklists, tests, inspections and
certification by approved inspectorates.

This drive was mainly directed towards offshore construction and sub-sea technology to
optimize equipment performance and the quality of engineering works, including the safety of
oil and gas installations and oil field operations.

Service companies were no exception, but QA/QC was limited to planned and regular
calibration of mechanical and electronic measuring devices. As service companies claim no
responsibility for any loss or damage due to faulty measurements and interpretations, there
was no procedure to validate measured data before analysis.

However methods were developed in the early 1990’s. They allow quality control of downhole
pressure and temperature measurements, and they ensure that the data is valid and usable by
the engineer for further analysis. Such validation increases the confidence in the results of the
analysis and eliminates, to a large degree, errors that could lead to major mistakes in the
decision process of optimum development and production of petroleum reserves.

3.H.2 Background

The introduction of the Bourdet derivative revolutionized the approach to PTA. It gave us
deeper sensitivity and multiplied our analysis ability. It also complicated the diagnostics by
revealing phenomena unseen and not understood until this time.

This sensitivity had a price: as both reservoir response and operational problems affect the
same pressure response, too often the Bourdet derivative response to fluid movements in the
wellbore, phase segregation and temperature anomalies would wrongly be associated to a
reservoir feature and interpreted as such.

It was necessary to enable the engineer to differentiate between the representative data of the
reservoir response and the part caused as a result of a signal from other phenomena.

The techniques described in this chapter were developed as a result of severe interpretation
problems encountered in many fields and led to the introduction of the concept of Differential
Pressure Analysis.

It will be shown how the use of pressure differentials measured between pressure gauges
placed at different levels in the test string can help the interpreter to identify the pressure data
that is valid for interpretation, and enable him to save time by eliminating useless data caused
by anomalies and wellbore phenomena. The method brings ‘Quality Control’ one step further,
and should be an integral part in the overall QA/QC programs of any company dealing with
downhole measurements of pressure and temperature.
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3.H.3 The concept of Differential Pressure Analysis

The analysis is based upon the difference in pressure measured between tandem pressure
gauges, the simplest case, or a combination of pressure differences if multiple gauges are used
during a pressure survey.

The study of these differences can reveal the following problems and has a direct impact on
the choice of the data measurements for a valid PTA:

e Detect phase segregation in the wellbore;

e Establish phases for pressure correction;

¢ Indentify the movement of the fluid interface movements (water / oil / gas);
e Identify temperature anomalies or other gauge technical problems;

e Check the gauge accuracy and resolution;

e Identify gauge drift;

e Other technical or electronic malfunctions;

e Selection of the most representative data channel, if any.

By convention the pressure difference between gauges is calculated so that that an increase in
the ‘difference channel’ represents an increase in the fluid density between the gauges sensing
points, and a decrease a reduction of the fluid density, i.e.:

AP = Piower = Pupper

The ‘difference channel’ behaviour is the same whatever the gauge offset. The upper gauge
may well read a higher pressure than the lower gauge, possibly due to a gauge problem or just
because of accuracy, but the ‘difference channel’ would have the same identifiable shape.

Water

Ap

Qil

Time

Fig. 3.H.1 - Difference channel
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3.H.4 Basics

The simple analysis is based upon the study of the pressure and temperature differences
between two or more gauges placed in the test string at different depths. The figure below
shows schematically what happens to the pressure at the different sensors, if a ‘gas-oil’
interface is moving downwards and passes the sensors.
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1494
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— Pressure (psia)
Fig. 3.H.2 - Fluid movement downwards

The example assumes that any background behavior is following a constant transient (trend)
or is in Pseudo-Steady state (PSS).

Once the gas-oil interface hits the upper sensor, the pressure at this sensing point remains
‘constant’ while the interface moves towards the lower pressure point.

The pressure at the lower sensor declines linearly if the fluid interface movement is constant.
It becomes constant again after the interface has moved below the lower pressure sensor. The
difference in pressure between the two sensing points is represented by the difference in fluid
gradient between oil and gas.

The following illustration represents the ‘difference channel’ between the two sensing points,
and by simple analysis it can be determined what fluid phase changes have caused the
observed phenomenon (see QA/QQC).
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Fig. 3.H.3 — Pressure difference

3.H.5 Pressure correction

Clearly it would be desirable to be able to correct for any perturbation in the pressure caused
by the ‘phase segregation’, which also in the majority of cases has an adverse effect on the
Bourdet derivative used for the diagnostics in pressure transient analysis.

In practice this has proved to be near on impossible although using models that takes into
account changing wellbore storage can sometimes reproduce the observed effects, but with
little added quantitative value. The important task is to identify the problem and discount the
period of perturbation when the data is being analysed by simply ignoring this part of the data
and being able to explain why the data was ignored.

The simple identification that a problem exists will also help the engineer in making static
pressure corrections. The fact that the pressure gauges sensing points are seldom at the level
of the sandface is often overlooked by the interpretation engineer.

Classically, the static pressure (pi, p*, p bar, final build-up pressure) is corrected:

e From the gauge depth to the sandface using a static well static gradient.

¢ From the sandface to a common reservoir datum using the reservoir gradient taking into
account any gradient changes.

This correction is usually done manually and is essential to establish reservoir pressure trends,

declines and depletion rates.

In the past the dynamic pressure was not corrected as this involved advanced modeling with
multiphase flow. Today many such flow models are available. The advanced correction of
dynamic pressure data is covered in the chapter on wellbore models.
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3.1 More on QA/QC

3.1.1 Diagnosing phase segregation from differential pressure

Differential Pressure Analysis is an intelligent evaluation observed anomalies, and an attempt
to identify the fluid phases in the wellbore near the gauge sensing points. It gives a reasonable
idea of wellbore occurrences and the fluid distribution.

This only gives approximate results and it cannot be used for all types of wellbore phenomena.
Nevertheless it enhances the operational understanding and allows for an intelligent correction
to reservoir datum with more confidence. Such analysis will also enhance the confidence in the
material balance calculation and the identification of drainage patterns.

Practically it involves a choice of several recognizable events on the difference channel (blue
circles in the figure below) and transfers the different delta pressure values to a simple
spreadsheet. Estimation of fluid gradients is based on the known fluid densities and resulting
changes in the pressure gradient, that makes the total picture logical by applying a global
gauge offset.
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Fig. 3.1.1 — QAQC plot with events marked
on difference channel

This method does not only reveal wellbore anomalies. It also determines the pressure gauge
offset, which will have to be within the range of the gauge manufacturer’s claimed accuracy
and resolution.



Dynamic Data Analysis - v4.12.03 - © KAPPA 1988-2012

Chapter 3 - Pressure Transient Analysis - p122/558

DIFFERENTIAL PRESSURE ANALYSIS

Ewvents |From Difference Channel dap Asaumed |Assumed [Calculated | Implied |Observed| Residual
Time dp Gradient Fluid |Gradient dp Offset dp difference
thrs si) psift) (psifh ipsi calculated| corrected (psi

(1] (2] (3 (4 14l [6] (7 (5 19 [10]

Event 1 17.10 f.30 0.69|Friction 074 6510 -0.210 G.510 0.000

Event 2 17.18 2,480 0317 il 0341 2110 -0.210 2110 0.000

Event 3 17.33 0.20 0.02|Gas 0045 0410 -0.210 0.410 0.000

Distance between sensors: 912 1 Assumed Accuracy Offset: _

Column (2) and (3) are read directly from the difference channel from the quality control plot.
Column (4) is the differential gradient calculated from column (3). Column (5) and (6) are
intelligent guesses or assumptions by the user that will normalize column (8), i.e. the same
implied gauge offset applies whatever the assumed fluid phase is present.

The implied offset is then entered by the user in its appropriate box below the table, and the
residual differences will become close to zero or zero, if the correct assumption as to the fluids
present in the wellbore have been made.

The implied offset becomes the gauge offset which has to be within the gauge specifications to
be acceptable to the operator.

This analysis gives a much better idea as to which of the fluid gradients to use to correct the
gauge pressure to top of sandface.

Another product of this approach is being able to decide which part of the data is really valid
for pressure transient analysis as all data affected by the segregation or fluid movements must
be discounted in the interpretation process. The impact of not knowing and understanding the
wellbore environment is now described.
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3.I.2 Impact on the diagnostic

The impact on the Pressure Transient Analysis can be substantial, as illustrated below. The
upper gauge is affected by phase segregation and the shape of the derivative is clearly
distorted, resulting in the wrong choice of interpretation model.
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Fig. 3.1.2 - Lower gauge; homogeneous Fig. 3.1.3 - Upper gauge,; double porosity

3.1.3 Gauge drift

Gauge drift is caused by unstable electronic components and fatigue of the sensing material
used in the instruments. Strain gauges are particular susceptible to this problem.

Drift during a relatively short well test is uncommon, especially today as the quality of
electronic gauges has increased immensely. However, it still does happen, and a severe drift
will lead to a wrong PTA diagnostic.

The drift problem is more common during long term measurements and can therefore be a real
problem in permanent downhole gauges (PDG).

In any case it is important to check the data for validity through the QA/QC procedures
described in this document before attempting any serious analysis. To identify a drifting gauge
it is necessary to have two or more measurements and study the difference channel
constructed between a reference gauge and all the other gauges.

The following figures illustrate the difference channel and the impact on the analysis of the
drifting gauge id we did not know that such drift exists.
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no fault

3.I.4 Phase redistribution

When different phases are produced the redistribution of fluids in the wellbore at shut-in may
be almost instantaneous and produce what is called ‘gas humping’. This may (seldom) be seen
in a water / oil case also. At shut-in the fluid mixture separates and a total reversal of fluids
occurs in the wellbore. The heavier fluid moves to the bottom of the well and the lighter fluid,
usually gas, accumulates at the top. This can produce a hump in the pressure at shut-in
sometimes above the reservoir pressure.

Only when the two phases are stabilized will the buildup return to a normal pressure difference
and the response may be analyzed.
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The below figure illustrates how the pressure at the sandface at early time can actually rise
above reservoir pressure. Imagine a well with a well head pressure A. The upper part of the
well is filled with a liquid/gas mixture of a certain weight and in the lower part of the well gas
is predominant (admittedly, a rather theoretical assumption). The gas phase at the bottom is
considered weightless. In between the two phases is a frictionless piston. The gauge pressure
at the bottom of the well is therefore the wellhead pressure plus the weight of the oil mixture,
A+P. Lets now assume that we turn this cylinder upside down, the wellhead pressure stays at
A+P and the bottom hole pressure increases to A+2P. This induces an abnormal rise in the

bottom hole gauge pressure that can be above reservoir pressure.

Weight of oil column =P
Oil is incompressible

Frictionless piston

Gas is weightless

Fig. 3.1.7 - Gas humping

See the following figure that illustrates the hump caused by this phenomenon. This is a

classical feature in Pressure Transient Analysis.

4605
. ___-—‘-'-_-_—-
4595
45857
45757
Gas ‘hump’
45657

Fig. 3.1.8 - Gas humping
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3. The case of dry gas
3.J.1 Diffusion of real dry gas

As mentioned in the ‘Theory’ chapter, in order to extend the methodology of Dynamic Data
Analysis to gas cases, we introduce a function of the pressure called the pseudopressure. It is
given by:

Gas pseudopressure: m(p) =2

O T

Pap
1Z

Using the gas pseudo pressure instead of the pressure, the diffusion equation remains valid
the same methodology presented above can apply.

In addition to these methods, the gas case presents few particularities presented here.

3.J.2 Correcting the pressure to sandface

Usually the pressure gauge is not set at the sandface due to mechanical constraints in the
completion. Because of this, the results obtained from the pressure transient analysis are at
the level of the gauge and not the sandface which, in terms of pressure (Pi) and skin (S), will
not reflect the true sandface conditions.

It is necessary first to define the vertical pressure profile in the well. The Saphir/Topaze
internal flow correlations or an actual lift curve generated by some specialized program (i.e.
Amethyste) can be used for this.

The available correlation for gas is an external lift curve or the internal Cullender & Smith
method, but with two modifications for handling water and condensate.

The correlation is based on the gas properties as defined in the PVT setup, and a general
friction factor is calculated using the Colebrook and White equation. Note that when you deal
with a condensate case with equivalent gas gravity and total rates, the proper gradient and
rates are used in the correlation to account for the condensate presence. The presence of
water can be accounted for, based on a constant water to gas production ratio.

The solution selected in Saphir is to include both the hydrostatic and friction pressure loss in
the model and correct the generated model response to the actual gauge depth, and then to
return all the results at the sandface.

In fact, the gauge pressure is not transformed, nor corrected hence it is the model that is
brought to the level of the gauge.
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Well & Wellbore parameters
(o = 0.0287 bbl/psi
1E+7 Skin0 = 4.41
r ds/dQ = 0.0033 [Mscf/D]-1
Reservoir & Boundary parameters
1E+6 % Pi = 1384.38 psia
k.h = 2520 md.ft

Fig. 3.J.1 - Analysis at gauge level

Well & Wellbore parameters

C = 0.0732 Dbbl/psi
1E+7 P v Skin0 = 4.41

ds/dQ = 0 [Mscf/iD]-1

Reservoir & Boundary parameters
1E+6 " Pi = 1418 psia

k.h = 2520 md.ft

Fig. 3.J.2 - Analysis after model correction to gauge level

You can observe that results (Pi and skin) are now returned at the sandface and that the rate
dependent skin attributed to the formation is now a lot smaller and should be attributed to the
pressure loss through, in this example, the 1000 ft of 1.5"ID tubing.

Once the sandface parameters have been returned by the model match, the sandface pressure
can be properly corrected to a common reservoir datum though the, hopefully appropriate,
knowledge of the fluid gradients in the reservoir.

3.J.3 Gas material balance

The issue of material balance in gas diffusion has become increasingly critical in recent years
with the spread of permanent gauges. The origin is the same as for changing wellbore storage.
Even with the use of pseudopressures, the diffusion equation can be considered linear for as
long as the diffusion terms left outside the time and pressure variables remain constant. This
time, we are not facing problems of changing wellbore storage, a process only linked to the
pressure in the wellbore, but to the whole diffusion process throughout the reservoir.

Diffusion equation: om(p) = 0.0002637LV2m( p)
ot D uc

t
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As soon as we have a pressure gradient in the reservoir, the diffusion term, and especially the
product uc,, will become different from one reservoir block to the next.

Although one could consider that it also happens during any well test, this becomes critical
when the reservoir average pressure declines in the reservoir and/or in the well drainage area.
It is therefore necessary to adjust the models or the data.
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Fig. 3.]1.3 — Match without a material balance correction

If we look at a real gas simulation for a long term limit test, or a production survey using
permanent gauges, and use it to match with an analytical model where the diffusion was taken
at initial pressure, we can see a divergence between the simulated pressure and the measured
data, even though the reservoir geometries and the PVT used are strictly the same.

There are again three ways to handle this problem:

3.J.3.a Using pseudotime functions

It is the same principle as for the changing wellbore storage, but this time the pressure from
which the pseudotime function is calculated will be the reservoir, or drainage area, average
pressure:

e The process starts from an initial estimate of the reservoir initial pressure and volume.
These two parameters are required to calculate the initial gas in place G.

e At each time step, the cumulative production is calculated and subtracted from the initial
gas in place. A standard p/Z calculation is used to estimate the reservoir average pressure
at this time, to be used to calculate the pseudotime integral, and then the pseudo time.
This pseudotime is used on the loglog plot, and the data is therefore expanded to the right,
allowing the match with a classic closed system type-curve.

This method was useful at the time when one only had type-curves as models. Today
computers can do much better and faster. The main shortcoming was that the initial estimate
of the volume and the initial pressure was made before the model was matched. The model
would give a value of initial pressure and volume, which might not be the same as the initial
guess, hence requiring another modification of the data, another match, and so on. The
process would however, converge quickly.
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3.J.3.b Integrating the material balance correction in the analytical model

The theory behind this solution is the same, but the use of a model makes the process simpler
and more coherent. The model includes a reservoir size and an initial pressure. So the initial
gas in place can be calculated as an integral part of the model. At any time step the algorithm
calculates the average pressure from the cumulative production using p/Z, and replaces the
viscosity and total compressibility in the superposition by the one coming from the average
pressure. So at any time step the simulated pressure is coherent with the material balance of
the model. The optional derivation is shown below:

We consider the total gas in place at initial pressure. V. is the pore volume occupied by the
gas. T, is the fluid temperature at reservoir conditions. G; is the initial gas in place at
standard conditions.

Real gas equation at initial pressure: PiVies = ZiNRT

Same amount of fluid at standard conditions: PG, =NRT,,

So we get immediately G;: G = &@
Zi pscTres

We now consider, at time t, the same situation after a total cumulative production of Q(t). We
now want to calculate the average reservoir pressure:

Real gas equation at initial pressure: PV... = Zn(t)RT,,
Same amount of fluid at standard conditions: p..(G, —Q(t)) = n(t)RT,,
So we get immediately G;: G, —-Q() = P, Vies Tsc
Z pSCTI’GS
0 ﬁ _ pscTres _
We calculate the average pressure from: == F(Gi Q(t))
— Pavg
70007
6000°
20000°
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Fig. 3.J.4 — Match with a material balance correction
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3.J.3.c Using a numerical model

The use of a numerical model is, conceptually, even simpler. As the gas equation is entered at
the level of each cell, the material balance is automatically honoured, not only globally, as
above, but at the level of each cell. Solving the problem numerically is by far the most rigorous
approach.

As the problem is nonlinear, this requires Saphir NL and the use of a nonlinear solver, but in
the case of single gas this will rarely require more than one iteration. So this sort of model, for
reasonably simple geometries, will be both fast and accurate.

For information, the case presented above is an actual simulation using Saphir NL.

3.J.4 Non-Darcy flow

As mentioned previously, there are two main options to address non-Darcy flow: using a rate
dependent skin model or integrating the Forchheimer equation in a humerical model.

3.J.4.a Simulating non-Darcy flow with a rate dependent skin model

There are two complimentary approaches to determine the rate dependency caused by high
flow velocities and turbulence using the simplified assumption that the relationship is linear. In
an analytical model the non-Darcy flow effect is simulated by an additional skin using the
linear function of the rate.

Sl = S, + (ds/da)q ds/dg=D

total

This is illustrated in the figure above. D is called the (linear) non-Darcy flow coefficient.

In order to access the rate dependency it is necessary to conduct a multi flowrate test, these
tests are described in the chapter Well Performance Analysis.

The classical way of determining the skin versus rate relationship is to use semilog analysis of
each flow period if this analysis is valid. Then plot the resulting skin versus the corresponding
rate as illustrated in the figure below. This will return the skin without turbulence ie: the
mechanical skin, the intercept of the assumed straight-line, S, and the rate dependency D
derived from the slope. Here it is important to remember that a flow/after flow test with only
one single shut-in may not produce the required results as a semilog analysis of a producing
period may be impossible due to the inherent fluctuation of the rates masking the pressure
response where semilog analysis is valid.
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It is therefore recommended to use the type of tests that have intermediate shut-ins,
isochronal or modified isochronal, where we stand a better chance of obtaining the skin from
the analysis of these shut-ins. The plot of skin versus rate is done automatically in Saphir. The
results can then automatically be transferred and the model generated with regression to
improve the model match as necessary.

If the skin versus rate plot fails because semilog analysis is not valid, the rate dependency
parameters cans still be set in the model dialog using an initial guess. Then the model match
can be refined by regression.

R
A
Skin
Sy ,
S,
So
Rate
d4 9z dz ds

Fig. 3.J.5 - Skin versus rate plot

The figures below show the comparison between a simulation run with a constant skin and a
rate dependant skin:

0 2 4 6 8 10

Fig. 3.J.6 - Isochronal test matched
with a constant skin
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0 2 4 6 8 10

Fig. 3.1.7 — Test data matched
with a rate dependant skin

3.J.4.b Simulating non-Darcy flow with a numerical model

In a numerical model the (non linear) non-Darcy flow effect is included in the flow equation
through the value of the (non linear) non-Darcy flow coefficient, B which appears in the
Forchheimer equation:

P _p 2
_:_.u+ . .u
K uthe

It can be evaluated from the linear assumption described above using ds/dq with:

2ar, -h-
[ ~dsidg. e T H
or from an empirical equation:

0.005
[@-(L-sw)P® k"
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4 - Production Analysis (PA)
OH - OSF - DV

KAPPA

4.A Introduction and a brief history

Production Analysis (PA) is seen as a natural complement of Pressure Transient Analysis when
one has pressure and rate data and wants to make some kind of analysis. This is the case with
the spread of Permanent Downhole Gauge (PDG) data, which contain candidate data for both
analysis techniques.

PA and PTA share a large technical kernel, and are often performed by the same engineers.
This was not always the case, and we will start with a short history of PA.

PA started in the 1920s on a purely empirical basis, and as a financial tool. There was no
technical background to these relations, the objective was to find the right decline function
that fit the past history and would be able to assess the US$ revenue in the future.

In the 1940s, the formulation of constant pressure exponential, hyperbolic and harmonic rate
decline was published (Arps, 1945). This was still partly empirical, but some parameters could
be quantified using specific analyses.

In the 1960s came the first series of type-curves, still assuming constant flowing pressure. The
Fetkovich type-curve combined two families of curves: one for the transient flowing period and
one for the late time boundary dominated response. Ten years later Carter extended it to the
gas case. Other type-curves were later published to address further complex configurations
including layered and fractured reservoirs. This was done in parallel to the theoretical work
done in PTA.

At this stage the methodology was somewhat equivalent to the standard procedure in PTA in
the late 1970s. The Arps plot was the counterpart of the Horner plot, and the constant
pressure type-curves were the counterpart of the well test drawdown type-curves.

0.1

o I

0 100 200 300 400 500 600 700 800 900 1000 1E-4  1E-3 0.01 0.1 1 10

Fig. 4.A.1 - Arps plot Fig. 4.A.2 - Fetkovich type-curve
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As we have seen the introduction of the Bourdet derivative and PCs dramatically changed PTA
in the 1980s and 1990s. This did not happen as fast in PA, where most work continued to be
done using Arps and Fetkovich methods, generally as side applications linked to the production
databases. Unlike PTA, classical methodology in PA was not phased out. In many mature
reservoirs, permanent gauges cannot be justified economically, and PA methods will stay as
they are, because there are generally no data to justify a more sophisticated approach.

However the theory had evolved in ways akin to those in PTA. Blasingame et al. introduced a
variable rates/variable pressure type-curve as a loglog plot of productivity index vs. material
balance time, complemented by the equivalent of the Bourdet derivative. An adapted version
of the loglog plot, where rate-normalized pressure replaces the productivity index, was also
published. Additional solutions accounted for various well and reservoir configurations. So the
modern tools were available in theory before the end of the 1980s, but they were only recently
implemented in commercial PA applications, such as Topaze.

1E-3 1000

Y A7

1E-4 ; 100 . },;v
. . . s

W x

1 10 100 1000 1 10 100 1000

Fig. 4.A.3 — Blasingame plot Fig. 4.A.4 — Loglog plot

Advancements in PA started to progress in the late 1990s and early 2000s, partly due to the
development of permanent pressure gauges. When engineers started receiving long term
continuous pressure data, the first reaction was to load this into a PTA program: "I have rates;
I have pressures, so I treat this as a well test”. However PTA methodology was not designed
for this type of data, and engineers would sometimes perform incorrect interpretation by
overlooking specific assumptions that are no longer valid on the time scale of a permanent
gauge survey. Material balance errors and over-simplifications using Perrine’s approach for
multiphase flow property evaluation were, and are, among the most frequently encountered
errors.
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4.B The old stuff
4.B.1 Arps

Decline Curve Analysis methods, as formalized by Arps in 1945, have been for many years the
conventional technique for analysis and forecasting of well production data. Decline type-
curves are based on an empirical rate-time and associated cumulative-time equation, which
can be expressed in the general form:

G q. 1b
q(t) =m Q(t) = D.(1-b) (Q. —q(t) )

where: q is the initial rate, D,is the decline factor, andb a parameter varying between 0 and

1, defining the decline type. Three types are usually considered: hyperbolic, exponential and
harmonic.

Exponential decline, b=0

It can be shown that the general decline equation tends to an exponential decline when b
tends to O:

g, —q(t)
D.

q(t) =qe™™ Q(t) =

Harmonic decline, b=1

I q ,( q
att) = [1+Dyt] Q) = In( (t)j

Hyperbolic decline, b €]0,1

The expressions are those above.

Decline curve equations are applicable only after the transient part of the response has
ceased, i.e. during boundary dominated flow. A general approach consists in the determination
of the three parameters directly, by non-linear regression. The traditional usage however, is
centered on the use of some specific presentations where linearity is sought after the value of
b has been fixed. Practically, the following scales / linearity can be used:

log(q) vs t: Linear plot if the decline is exponential, concave upward otherwise.
qgvsQ: Linear plot if the decline is exponential, concave upward otherwise.

log(g) vs Q:  Linear plot if the decline is harmonic, concave downward otherwise.
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Most PA software allows the scale to be set to the above and more. The regression of the
decline is non linear, i.e. it is possible to have the value of b determined from the regression
rather than assuming a value of b linked to the particular scale.

1:q [STE/D] vs t [hr]

2:loglg) [STB/D] vs t [hr]
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Fig. 4.B.1 - Arps

Once the decline parameters have been obtained, and since the analytical expression of the
rate and cumulative are known, it is possible, from a given abandonment rate, to calculate the
corresponding abandonment time, and hence the recovery at abandonment.

The abandonment rate is usually defined as either g, or the ratio

The abandonment time is noted t, and the recovery at abandonment Np(ta).

illustrates this extrapolation of the Arps plot.

a

The figure below
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Fig. 4.B.2 — Abandonment
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Exponential decline is widely used because of the simplicity of the associated graphical
methods. It leads to conservative reserves estimates. Besides, it can be demonstrated that
exponential decline is the late time behavior of a constant pressure production in a closed
reservoir, with a slightly compressible fluid assumption.

The equation governing the PSS behaviour is:

Ap=mQ+bq
With Ap=p; — Py
Q = cumulative production
q : instantaneous production rate
and m :i
Nc,

Differentiating the two terms of the equation with respect to the time:

aaps a0 pad
dt dt dt

Under constant production well pressure conditions

2P -2, 5%

dt dt dt
We have
dQ
a0
Therefore
dg_ m dg_ m
gt b " g b
dq m _m
IF:_EIdt or Ingq= Lot
q= exp(—%t+cst)
m
that can be written 5= eXp(_Et)

There are many situations however, where the general hyperbolic decline is more adequate.
This is the case in solution gas drive reservoirs.

In our opinion, and given the power of the non-linear regression, it is better to try and
determine all three parameters, including b, systematically.
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Above all, it is important to stress that decline curves have many limitations:

e The bottom-hole pressure must be fairly constant.

e The well behavior is assumed constant, e.g. no change in skin with time.

e The drainage area of the considered well is constant, i.e. the producing behavior of
surrounding wells must also be stabilized.

A refinement can be made for the case where the decline in the oil rate is caused by an
increase in the water cut, mostly in water drive reservoirs with unfavourable mobility ratio. If
one replaces the oil rate by the oil cut, f, the Arps equation can be used for wells with variable
gross production. The same plots can be made and extrapolated: log(f,) vs t, f, vs Q and
log(f,) vs Q.

4.B.2 Fetkovich

In 1980, Fetkovich introduced a type-curve combining the theoretical response of a well in a
closed reservoir, and the standard Arps decline curves. The motivation behind this work was to
come up with a loglog matching technique applicable to both the transient part of the data and
the boundary dominated flow period. By presenting both periods, the Type-Curve would avoid
incorrectly matching transient data on decline curves.

A determining preliminary step was that the exponential decline can be shown to be the long-
term solution of the constant pressure case. The Fetkovich type-curve is derived assuming a
slightly compressible fluid and constant flowing pressure. Extension to gas can be made with
the appropriate dimensionless rate expression, as described below. The original type-curve
presented by Fetkovich displayed rate only. A composite presentation including the cumulative
was later introduced to bring more confidence in the matching process and to reduce the effect
of the noise.

10

gDd(rate)
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Fig. 4.B.3 - Fetkovich type curve
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In the above figure the left region of the curves (green to blue) corresponds to the transient
part of the response. On the right hand side, are the Arps decline curves (red to yellow). Note
the legend on the left: the red Arps curve is for an exponential decline (b=0), the last yellow
curve is for a harmonic decline (b=1).

The Fetkovich type-curve displays dimensionless values qpg, Qpg Versus tpq as defined below.
The dimensionless variables can be expressed in terms of the Arps decline curve parameters,
or in terms of the transient response parameters. The duality is due to the composite nature of
the type-curve showing once again a merge of a theoretical closed reservoir response, and the
empirical Arps stems.

All the following equations are in Oil Field Units.

Time
Decline curve dimensionless time: toy = Dit
. . . 0.00634kt
Dimensionless time: to=—""""75—
puc,r,
tD
Related by: toy = .
1((r, re 1
e el I N 11 el e
2(\r, r,) 2
Rate
. o qt)
Decline curve dimensionless rate: Oog = q_
i
.. 1412q(t)uB
Dimensionless flow rate, oil: do oil = &
kh(pl - pw)
And the equivalent expression for gas is:
50300Tq(t) p,,

_ . _[2pdp
do gas_Tsckh(m(pi)—m(pW))' with m(p)_.([ Z

r 1
0oy @nd g, are related by: dpq =qD{|n(m‘f) _E}

Cumulative production

Qt)

Decline curve dimensionless cumulative: Qp, = “Noi
pi

Where Ng; defines the ultimate recovery.
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A match will bring values of r, and kh, D; and g;. The type of decline, b is not linked to any of
the match ratios, obtained by selecting the correct type-curve. From the external boundary
distance, the reservoir pore volume can be calculated. From the Arps parameters, the future
performance can be forecast; N, can be calculated as well as N, for any specified
abandonment rate.

4.B.3 Gas material balance P/z vs Q plot
In case of dry gas reservoir a classical method can also be applied, using the I5/Z vs Q plot.
The method assumes to get several reliable static average pressure values in the well history.
The method is based on the simple material balance equation:
B
Gie 28

Bg - Bgi

Where Gi is the gas initially in place and Q the cumulative gas production.

Estimating the Bg by:
_0.00504TZ
TP

P (LR ). R
f‘(‘e—zJQT

B

The equation becomes:

P
This equation indicates that a plot of Zversus Q extrapolates to the gas initially in place Gi.

STGIIP

Fig. 4.B.4 - P/Z vs Q plot

The validity and the accuracy of this method depend directly on the validity of the static
pressure and of the PVT parameters.
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4.C The right stuff
4.C.1 Blasingame plot

Previous sections have described the conventional Decline Curve Analysis methods, and their
extension using Fetkovich type-curves. We recall that the latter were obtained by combining a
theoretical model response and the empirical decline stems of Arps.

Broadly speaking, one could say that the introduction of type-curve matching techniques in
production analysis has opened the way to applying methods developed for well test
interpretation to the analysis of production data. The main limitation in the Fetkovich type-
curve is the assumption of constant flowing pressure. Blasingame and McCray noted that using
a pressure normalized flow rate when the bottom-hole pressure varies significantly did not
remedy the problem. They sought functions that would transform the variable
pressures/variable rates solution into an equivalent constant pressure or constant rate
solution. They introduced two specific time functions, t.- the constant rate time analogy, and t,
for constant pressure. For the liquid case, the constant rate analogy time function is defined as
the ratio of the cumulative and the flow rate:

. Qlt)
cr q(t)
. qlt) _ .
When the normalized rate —(t) is plotted versus this function on a loglog scale, the
i~ Mw

boundary dominated flow period follows a negative unit slope line:

The Black Oil Pseudo Steady State flow rate equation is:

g _ 1
Ap bo,pss + mo,psst
With:
L _ LB
0, pss NCt Boi ’
b, pSS=141.2“°—B° T 21 Al
’ kh |2 |e’ C,r
N
and t=—L
do

When the Pseudo Steady States dominates 2—0 is function of f at exponent (-1).

Therefore a loglog plot of 2—0 vs ¢ will show a negative unit slope straight line.
p
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p

_ N
Note: Periods of very low rates give artificially high values of t =—— then the equation

)
O _ q, _ 1 : .
—=——""— tends to —= — the points are found on the same -1 unit slope
Ap bo, pss + mo,psst 0,pss
straight line.

Based on this result, Palacio and Blasingame introduced type-curves that could be used for
variable flowing pressure conditions. In order to improve the type-curve analysis the Bourdet
derivative was also considered. However, due to the noise inherent to the production data, the
derivative was not applied to the normalized flow itself but to its integral. More precisely, the
Palacio-Blasingame type-curve plot shows the following:

Normalized rate:

p| - pw(t)
Normalized rate integral:
1% 1% r
PI Int.:—IPI(r)dr:—ILdr
te 0 te 0 pi - pw(r)
Normalized rate integral derivative:
Pl Int. Derivative = APl ,)
aln(t,)
All three curves are plotted against t, on a loglog scale:
0'01: T T T T 11711 T T T T 11711 T T 1 T 1117 T T 1117y
B Plintegral T

1E-3

+ 4

10

100

1000

Fig. 4.C.1 - Blasingame plot
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The traditional method of using this presentation is in conjunction with type-curves for a
particular well model (see figure below).

100 I
— Re/rwa=4
\ —  Re/rwa=12
Re/rwa=28
&\\‘\ Re/rwa=80 —]
10 \\\\\\ Re/rwa=160
- Re/rwa=800
\\ Re/rwa=1000
\\\ Re/rwa=10000
(o = = qu —
1 qDdi
qDdid
0.1
1E-4 1E-3 0.01 0.1 1 10 100

Fig. 4.C.2 - Blasingame type curve

This plot is used as a diagnostic tool, where the data and a model response are compared. The
model can be any model, analytical or numerical, single or multi-well, etc. One can either
display the ‘true’ model response, i.e. the response to the full pressure history, or the
response to a single pressure step. The single step response shows the signature of the model
in a clear, and usable form, whereas the response to the real history is usually very erratic,
because the equivalent time is jumping back and forth in time.

1E-3

1E-4

1 10 100 1000

Fig. 4.C.3 - Blasingame plot with ‘true’ model response
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4.C.2 Loglog plot

By replacing the time with an equivalent time, defined as the ratio of the cumulative to the
flow rate, one can transform a variable flowing pressure test into a constant rate equivalent, at
least for a liquid case. The parallel with constant rate solution can be taken one step further if,
rather than working with a pressure-normalized rate, we work with rate-normalized pressure.

P — P, (t) Q(t)

In other words for the liquid case, if we plot Tversus t, = — ~ on a loglog scale the

q(t)
boundary dominated flow will exhibit a unit slope line, similar to pseudo-steady state in

Pressure Transient Analysis. Furthermore, if we take the derivative of the normalized pressure
with respect to the logarithm of t_,, the transient part will exhibit a stabilization at a level

linked to the mobility.

1000OE T T T 11117 T T T TTI1T T T T TTITT T T 1111
1000 [ E
100 E 1
B Normalized pressure derivative 1
L1 1 1111l L1 IIIIIII L lIIIIIIl L L L 111l

1 10 100 1000

Fig. 4.C.4 - Loglog plot with normalized pressure derivative

The similarity with PTA is thus complete. Yet, the noise level on the derivative is usually too
high, see the figure above. One workaround is to work with a normalized pressure integral, in
a manner analogous to what was done on the Palacio-Blasingame type-curves.

Integral of normalized pressure: I(te)= tlfpi;(;psv(r)df
. T

Bourdet derivative of the Integral of normalized pressure: I'(te)
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Fig. 4.C.5 — Loglog plot, integral of normalized pressure and derivative

Using the integral preserves the signature of the flow regimes while significantly reducing the
noise. Hence such definitions provide a diagnostic tool where most of the usual well test
methods can be used. In particular, it is clearly possible to get an estimate of the reservoir kh
from the derivative stabilization level. The kh being known, one can then get a first estimate of
the reservoir size from the unit slope late time trend. These calculations are an integral part of
the loglog plot. It is possible to either display the ‘true’ model response, i.e. the response to
the full pressure history, or the response to a single pressure step. The single step response,
used in all the figures above, shows the signature of the model in a clear and usable whereas
the response to the real history is usually very erratic, because the equivalent time is jumping
back and forth in time as illustrated in the figure below.
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Fig. 4.C.6 - Loglog plot with ‘true” model response
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4.C.3 Material balance (Normalized rate-cumulative) plot

Agarwal et al. presented a Cartesian plot of dimensionless rate qp versus dimensionless
cumulative Qpa.

They show that the responses corresponding to distinct reservoir sizes all exhibit a straight line
with a negative slope during boundary dominated flow, and all curves converge to the same

value on the X axis, equal to 1/27[. In other words, the following relation is established in all

cases during boundary dominated flow:

re/rw=100
re/rw=1000

qD

re/rw=10000

12T

QDA

Fig. 4.C.7 - Agarwal et al plot

The expression of the dimensionless variables varies depending of the fluid type and a specific
treatment must be applied in each case.
Oil

For an oil case, the expression of the dimensionless parameters is defined below:

. - 141208u a0 0.8936QB
- an =
° kh(p, - pw) > ghac(p, - p,)

All equations are in Oil Field units.

The dimensionless cumulative production can be expressed in terms of the fluid in place, in
STB/D:
__hA

56158

_08936Q Q
5.615Nc, (p; - p,)  27Nc,(p, - p,,)

Qoa
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So the linear relationship between dimensionless rate and cumulative becomes:

141.29Bu 1 0.8936QB

kh(p, —pw) 2z 5.615Nc,(p, - p,,)

Using the full definition of the dimensionless variables requires an a priori estimate of PV,
basically what we are after. Therefore the method presented by Agarwal-Gardner is iterative.

However we see from the above equation that if we plot L Versus L

P, =P, c.(pi —Pu)
boundary dominated flow will exhibit a straight line which intercept with the X axis gives
directly N.

0 2 4 6 8 10 12 14 16 18

Fig. 4.C.8 — Material balance plot

Note: In the case of constant flowing pressure, it is interesting to draw a parallel between this
rate cumulative plot and the rate cumulative plot used in traditional decline curve analysis. The
traditional decline methods yield a maximum recovery rather than fluid in place. The relation

between the two methods is established by considering a recovery factor of RF= Ct(pi - pW).

4.C.4 Flowing gas material balance plot

The principle is to get from flowing data a plot that resembles a normal P/Z plot made in terms
of reservoir average pressure. As always the problem with this kind of analysis is that one
needs the results sought to build the plot, leading to an iterative procedure.

The Material Balance equation in gas is written:

m,(P)=m(p) _ 1
Uiy (Cthi

)xta+b (1)

Where the normalized pseudo pressure and equivalent time functions are defined as:

_Mne 2P
(e =2l

£ _ MG J‘t d, ®)
F 0y (0) *° 1y (P (P)
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Using the equality derived from the P.S.S. equation:

t = 'ui_cti_ZiGi

©oat) 2p

Im(p,)—m(p)]

equation (1) can be changed to give:

m,(p) =m,(p,) +bxq

The principle of the flowing material balance method is:

m, (p;) = m,(p)
Ui

Create a plot of versus t,

(2)

As the system goes into pseudo steady state flow, the points will converge towards a straight

line: the intercept atta = 0 hrsis b.

Having b:

1. The equation (2) is used to calculate Efrom pw, b, and q(t).

2. _p/Z is plotted versus Q:

NG Piizi
5000 :
”%a Gas rate 2‘60000
b, %/ E
4000 AN :
_ o 50000
2 oy ) : =
i— 3000 Y : g
- @
g : " F40000 &
S s : .
2000] © ¥ S
H iy X
9 ., 30000
10007} -
STGIP | 1000
T T T T T T T T T T T T T T T T T T \
0 40 80 120 160 200 240 280 320 360 <

Fig. 4.C.9 - _p/Z versus Q plot

3. A straight line is drawn through the Pavg/Z and extrapolated to get Gi.

Only problem is that the time function used by the first plot, ta involves the reservoir average
pressure hence it requires an estimate of the reserves.

In this Topaze example, the complete procedure follows:

(1) Estimate Gi beforehand.

(2) By selecting a time range where the system is believed to be in pseudo steady state, the
software performs an automatic regression to determine b using equation (1) and the method

defined above.
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(3) Then the straight line method will be applied in the plot _p/Z versus Q, Pi/Zi can be input
to find Gi (STGIIP).

Like most of the methods extrapolating a behavior the constraint is that the well status and
production conditions must be constant in the interval used for the analysis.

4.C.5 P-Q diagnostic plot
The two methods presented above require selecting data set during the P.S.S. flow period.

Kabir et al. presented a cartesian plot of P vs g which provides a simple way to perform a
diagnosis.

The life of a production well can be divided in three type of behavior:

1. The infinite acting radial flow
2. A period during which the production is maintained and imposed by the completion.
3. The Pseudo Steady State, when the well behavior is boundary dominated.

During the P.S.S. it is demonstrated that the slope dp/dq is governed by the equation:

dp,; _ 0.2339Bq /dq
dq dhc, A / dt

In a closed system, the rate has an exponential decline, therefore, the slope dp/dq will be
constant and function of the drained volume.

A typical P vs Q plot behaviour would be:

Pwf

Completion
dominated

v

Fig. 4.C.10 - Typical P vs Q plot

That allows diagnosing the various behaviour types on a p vs g plot of any well field data:



Dynamic Data Analysis - v4.12.03 - © KAPPA 1988-2012 Chapter 4 - Production Analysis (PA) - p150/558

45007

35007

25007

15007

5007

10600 ‘ 20600 I 30600 I 40600 I SO(I)OO I 60600
Fig. 4.C.11 - Field example P vs Q plot

Then, the adequate subset of points can be selected to be used in the corresponding methods.
It also allows comparing the behaviours from wells to wells in order to detect a possible
compartmentalization: if the plot exhibits two different slopes in the P.S.S., that tends to
demonstrate that they are depleting two different compartments.

4.C.6 History plot

For complex cases and noisy data where no specific behavior is seen on these diagnostic plots,
the linear plot of pressure and rates vs. time becomes the main tool. There is no real
diagnostic, just an optimization process. Under these conditions, it is not realistic to expect to
estimate more than a productivity index, mobility and a drainage area. In the absence of any
other information, the simplest analytical solution, homogeneous circular reservoir, will usually
be suitable to model the well drainage area. The use of more complex models can be
acceptable if complementary information is available from other sources, and the number of
parameters allowed to change in the optimization process is reduced to a minimum.
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Fig. 4.C.12 - Production history match



Dynamic Data Analysis - v4.12.03 - © KAPPA 1988-2012 Chapter 4 - Production Analysis (PA) - p151/558

4.D The case of dry gas

In this paragraph we present the way the methods created for oil production analysis are
modified and adapted to take into account the gas properties specificity.

The original methods specific to gas (and only to gas) production analysis are directly
presented in the chapters ‘Old Stuff’ and ‘Right Stuff’.

4.D.1 Diffusion of real dry gas

As mentioned in the ‘Theory’ chapter, in order to extend the methodology of Dynamic Data
Analysis to gas cases, we introduce a function of the pressure called the pseudopressure. It is
given by:

Gas pseudopressure: m(p)=2

O 3T

idp
774
Using the gas pseudo pressure instead of the pressure, the diffusion equation remains valid

the same methodology presented above can apply.

In addition to these methods, the gas case presents few particularities presented here.

4.D.2 The old Stuff
4.D.2.a Fetkovich

It is worth noting that specific methods or extensions have been studied for gas production,
such as the Carter type-curve. When using the Fetkovich type curve with gas, the expression
of the rate match is modified to use the pseudo pressure m(p), in a similar manner to what is
done in Pressure Transient Analysis. In addition, Fraim and Wattenbarger suggested the use of
a normalized time rather than time itself, with the following definition:

t
tn — (ilct )i_ dt

o H\PL AP
The gas diffusion equation can then be re-written in terms of pseudo pressure m(p):

am(p) _ 0.0002637 vam( p)
ot Dduc

t

When the pressure varies significantly, the term ucC, and therefore the diffusion term varies.

If we introduce the pseudotime:

(pc,),_
HPLAP
oM(P) _ 4 0002637 — < v2m(p)

at, D, )

Note: the use of the normalised pseudo time requires the knowledge of the average pressure
at each step, that makes its use difficult.

t,®) =[ 1(p, (1))dz  where 1(p)=

The diffusion equation becomes:
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They demonstrated that the real gas constant pressure solution, when plotted using
normalized time, exhibits a boundary-dominated period that matches the exponential decline.
The major drawback however, is that the normalized time expression requires an a priori
knowledge of the average pressure, hence of the reserves. The method is thus iterative in
nature.

Note: if the normalized time is not used a gas response in depletion mode will not necessarily
follow the exponential decline.

Using Fetkovich type-curves

It is important to remember that the Fetkovich type-curve is based, for the depletion part, on
the Arps decline curves. Like the decline curves it suffers some limitations:

- It is assumed that the bottom-hole pressure is fairly constant. Fetkovich suggests that if
the pressure is smooth, and uniformly decreasing, one could use a Ap normalized rate.
- The well behavior is assumed constant, e.g. no change in skin with time.

The drainage area of the considered well is constant, i.e. the producing behavior of
surrounding wells must also be stabilized.

4.D.2.b Gas material balance P/Z vs Q plot

This method is specific to gas. It is not an ‘adapted’ oil method to gas, it is presented in the
chapter ‘The old stuff’.

4.D.3 The right stuff
4.D.3.a Blasingame plot

The cornerstone of the Blasingame plot is the linearity between the normalized rate

1
and —during boundary dominated flow. This relation, valid for a slightly

pi - pw(t) te
compressible fluid, does not apply to gas unless the rate is normalized with respect to Am( p)

and the time is modified as follows:

- MGGy J‘t qg(t)

toas = —= —dt
0 0,(0) % 1, (P)C, (D)
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In the PSS oil flow rate equation — =————, the slope m is a function of the fluid

D, s M o P

0,pss 0,pss

compressibility, which is highly pressure dependent in gas cases.

The objective is to keep the linearity and the PSS flow rate equation for gas in the same shape
as for oil:

1
Y = — with a constant slope m
Ap, b, .+m

f g,pss
p g,pss g,pss-egas

We take the varying viscosity and compressibility into account by introducing the ‘pseudo’
pressure and ‘pseudo’ normalized time:

pi Poase lng Z

pp =Il’lgizi p p dp

e MGy J“ qq (t)

ogas = ———
g, (1) " 1y (P)e (D)
The slope is then m —1
i : =
P g,pss GCt
The intersect becomes:
B.
by e =1412%050 | Lpp) 4 L AT
’ kh 2 e"C,r,

The consequence of not using this time function is that the linearities expected during the
various flow regimes may be distorted.

It is not necessary in the Blasingame plot since this plot only provides a basis for comparing
the data and a model response calculated for the particular case. Handling the non linearities
is the model responsibility, not that of the plot. If the model is representative, the model and
the data will be consistent. So it does not matter whether such or such period exhibits a
linearity or not.

This is different when using a type curve as the type curve embeds modelling assumptions.
That is why this time function is used in Topaze in the match with the Blasingame type curve.

4.D.3.b Loglog plot

The linearities expected during the various flow regimes may be distorted when the diffusion
does not follow a linear equation, with gas or in multiphase cases, it is important to realize
that the loglog plot, like the Blasingame plot, only provides a basis for comparing the data and
a model response. Handling the non-linearities is the model responsibility, not that of the plot.
If the model is representative, the model and the data will be consistent. It does not really
matter whether such or such period exhibits linearity or not. When using a type-curve this is
different as the type-curve embeds modelling assumptions.
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4.D.3.c Material balance (Normalized rate-cumulative) plot

The boundary dominated flow obeys the same equation:
1
=-—-Q
qD 272_ DA
Provided that the dimensionless rate and cumulative production be defined as:

q - 142274 0 _ 4507 2,G,|m(p,) - m(p)]
° kh(m(p)-m(p,)) " ghap [m(p)-m(p,)]

All equations are in Oil Field units.

Unlike the oil case, we cannot find a simple expression of a normalized cumulative that is
independent of the fluid in place. This is because the gas in place is involved in a non-linear
fashion in the expression of the dimensionless cumulative. However by extension with the
previous method for oil we can choose to plot:

g ver _Gi|m(p)-m(p)]
m(p)-m(p,) " % " Tm(p,)-m(p,)]

The value of ‘X’ at the intercept is:

G, [m(p,)-m(p)]
[m(p;)-m(p,)]

¢hAp,  PV.p,  PV.p.p,T PV

- _ = =Gi
450277z 45027zTz 4.5027zTB,Tscp, B

@ Intercept =
gi

G, |m(p,) -m(p)]
[m(p,)-m(p,)]
a change in the straight line coefficients changes the intersect therefore the abscissa of the
data, in other word moving the straight line will move the data points through which we draw
it, it becomes an iterative process that converges easily.

Note: the X-axis value Qp, = depends on the gas in place Gi value, therefore
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4.D.3.d Flowing gas material balance plot and P-Q diagnostic plot

Like the P/Z vs q plot, these methods, specific to gas, and not ‘adapted’ oil analyses methods,
are presented in the chapter ‘The right stuff’.

4.D.4 General major gas issues
4.D.4.a Correcting the pressure to sandface

Usually the pressure gauge is not set at the sandface due to mechanical constraints in the
completion. Because of this, the results obtained from the pressure transient analysis are at
the level of the gauge and not the sandface which, in terms of pressure (Pi) and skin (S), will
not reflect the true sandface conditions.

It is necessary first to define the vertical pressure profile in the well. The Saphir/Topaze
internal flow correlations or an actual lift curve generated by a specialized program
(Amethyste) can be used for this.

The available correlation for gas, in Topaze, is an external lift curve or the internal Cullender &
Smith method, but with two modifications for handling water and condensate.

The correlation is based on the gas properties as defined in the PVT setup, and a general
friction factor is calculated using the Colebrook and White equation. Note that when you deal
with a condensate case with equivalent gas gravity and total rates, the proper gradient and
rates are used in the correlation to account for the condensate presence. The presence of
water can be accounted for, based on a constant water to gas production ratio.

The solution selected in Topaze is to include both the hydrostatic and friction pressure loss in
the model and correct the measured pressure to the sandface depth.

An important consequence is that the dependent skin attributed to the formation can be a lot
smaller because a large part is now attributed to the pressure loss through.

4.D.4.b Gas material balance correction

The Production Analysis is performed on large duration data set and the material balance in
gas diffusion is a critical issue.

The diffusion equation can be considered linear for as long as the diffusion terms left outside
the time and pressure variables remain constant. Diffusion equation:

am(P) _ 6,0002637—— v2m(p)
ot D,

As soon as we have a pressure gradient in the reservoir, the diffusion term, and especially the
product uc;, will become different from one reservoir block to the next.

If we look at a real gas simulation for a long term production survey and use it to match with
an analytical model where the diffusion was taken at initial pressure, we can see a divergence
between the simulated pressure and the measured data, even though the reservoir geometries
and the PVT used are strictly the same.

There are two ways to handle this problem in Production Analysis.
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Integrating the material balance correction in an analytical model

The model includes a reservoir size and an initial pressure. So the initial gas in place can be
calculated as an integral part of the model. At any time step the algorithm calculates the
average pressure from the cumulative production using p/Z, and replaces the viscosity and
total compressibility in the superposition by the one coming from the average pressure. So at
any time step the simulated pressure is coherent with the material balance of the model. The
optional derivation is shown as follows:

We consider the total gas in place at initial pressure. Vs is the pore volume occupied by the
gas. T, is the fluid temperature at reservoir conditions. G; is the initial gas in place at
standard conditions.

Real gas equation at initial pressure: PV, = Z,NRT,

Same amount of fluid at standard conditions: PG, = NRT,,

So we get immediately G;: G, = &@
Zi pscTres

We now consider, at time t, the same situation after a total cumulative production of Q(t). We
now want to calculate the average reservoir pressure:

Real gas equation at initial pressure: PV, = ZN(t)RT,
Same amount of fluid at standard conditions: p..(G, —Q(t)) = n(t)RT,,
So we get immediately G;: G, —-Q() = ﬁ . Vies Teo
Z pscTres
. ﬁ — pSCTI’ES
We calculate the average pressure from: == F(Gi —Q(t))

res ° sc

Using a nhumerical model

The use of a numerical model is, conceptually, even simpler. As the gas equation is entered at
the level of each cell, the material balance is automatically honoured, not only globally, as
above, but at the level of each cell. Solving the problem numerically is by far the most rigorous
approach.

As the problem is nonlinear, this requires Topaze NL and the use of a nonlinear solver.
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4.D.4.c Non-Darcy flow

As mentioned in the ‘Theory’ chapter, there are two main options to address non-Darcy flow:
using a rate dependent skin model or integrating the Forchheimer equation in a numerical
model.

Simulating non-Darcy flow with a rate dependent skin model

A rate dependant skin model may be used in the pressure and rate history simulation:

Sioral = S, + (ds/ da)q

total

The required parameters values are:

S, and  ds/dq

These values result from a necessary well test data analysis. The methods are developed in
the Chapter ‘PTA - General Methodology’.

Simulating non-Darcy flow with a numerical model

In a numerical model the (non linear) non-Darcy flow effect is included in the flow equation
through the value of the (non linear) non-Darcy flow coefficient, B which appears in the
Forchheimer equation:

P _u 2
_:_.u+ . .u
Pl

It can be evaluated from the ‘Rate dependant skin’ linear assumption described above using
ds/dq with:

ﬂzds/dq.w

or from an empirical equation:

0.005
[@--Sw)F* K
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4.E Modern PA methodology

Modern Production Analysis is based on the use of PC based PA software products. The key for
any modern software is to combine user friendliness to a powerful technical kernel, requiring
both analytical and numerical capabilities. In terms of methodology, the central diagnostic
tools are the Blasingame and loglog plots, which are used whenever such a diagnostic is
possible. However, because of the very scattered nature of production data, the ultimate
diagnostic tool will often be the history plot, where the coherence of the model and the data, in
terms of simulated pressures, rates and cumulative productions, will be the final decision tool
for the interpretation engineer.

Once the interpretation is initialized and production data loaded, the first task will be to extract
the interval of time on which the analysis will be performed. If the pressures are not available,
only the ‘old’ tools can be used. If both rates and pressures are available, the interpretation
will be performed with the four main diagnostic tools. The interpretation engineer can select
one or several analytical and/or numerical models, set their parameters and generate these
models for comparison with the actual data. For models that are believed applicable, the
engineers can refine the model leading parameters, either manually or by using nonlinear
regression.

Once this is finalized, the engineer may use the model(s) to forecast future production by
defining a scenario of producing pressures. The user can then run a sensitivity analysis on a
selection of the model parameters.

The path described is the default path when all is well. In reality, for complex problems, it
becomes a trial-and-error process where the interpretation engineer may decide to go back
and forth as needed when part of the process is unsatisfactory.
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4.E.1 Preparing a project and loading data

The initialization procedure is largely the same as that used in PTA. The interpretation engineer
inputs PVT data, geometric well and reservoir information, the following table can be used as a

guide:

Type of data

Required for
PA

Production history

Yes

Pressure history

Old stuff: No
Right stuff: Yes

- N

reports

Choice of flow correlations or availability

If pressure far

PVT, correlations, tables or constraints Yes
Mw Wellbore radius Yes
() Porosity Yes
h Net vertical drained thickness Yes
& Field map vylth surrou_ndmg wells based Preferably
on seismic interpretation
Production history of surrounding wells Preferably
Complete completion log preferably with
HEE a permeability log. Core and core Preferably
—_— analysis
H F Completion diagram and geometry,
M deviation, perfos, gauge depths. Preferably
] All gauges, well test and operations
Yes

of lift curves from third party software

from sandface
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The load option imports flat ASCII files, allows manual input, copy-paste from spreadsheets,
and increasingly input through links to databases or intermediate repositories using advanced
filtering tools.

After the load, the cumulative production is automatically calculated by integration of the
production history, and is displayed on the history plot together with the rate. Pressures is
loaded and displayed in the history plot.

Quality control is not as critical as in PTA, because wellbore effects are normally not dominant,
except when the pressure is recorded at surface. In this case, the validity of the well intake
curves used to correct the pressure to sandface during extraction can become a potential weak
point.

4.E.2 Editing data

Loaded data may be the result of careful post-processing after the data has been acquired, in
which case no or little editing may be needed. However, often the interpreter will gather data
of unequal quality from different sources. Pressures will often be acquired downhole in real
time or with a memory gauge or come from permanent gauges (PDG), while rates are mostly
measured at surface but in some cases, can also come from permanent measuring devices
downhole.

Beyond the usual cleaning of irrelevant data and the correction of load errors, the main
challenge is to end up with at least one coherent, synchronized set of rate and pressure data.
To get there the engineer may have to perform the following tasks:

e Synchronise all data acquired electronically to the same reference time.

e If rates are not loaded from a file, create the rate history by identifying the pressure
breaks and get the rate values from hard copy reports.

e Refine the production history, when the time sampling of rate measurements is too crude.

e Conversely, if the production history goes into useless detail, simplify the rate history to
reduce the CPU time required to run the models.

4.E.3 Extraction and diagnostics

Once the data have been synchronized and validated, the analysis itself will start. The time
range over which the extraction of the data will take place is defined and the following plots
are built by the software in addition to the history plot:

e ARPS plot

e Fetkovich type-curve plot

e Fetkovich plot

e Blasingame plot

e Loglog plot

¢ Normalized rate-cumulative plot

At extraction time the option to invoke a defined lift curve or flow correlation to correct the
pressure profile from the measurement depth to sandface can be chosen.
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The loglog plot (see below) is used for diagnostic purposes to identify the two main flow
regimes hopefully present in production data, infinite acting radial flow (IARF) and pseudo
steady state (PSS). The pressure match is fixed to coincide with a stabilization of the
derivative of the normalized pressure integral and the time match is fixed to the unit slope line
of PSS at late time. The pressure match and the time match are adjusted by click and drag of
the mouse. The loglog plot is linked to the Blasingame and the Fetkovich plot so any change in
the loglog match is mirrored in the others. In case the data is of high quality and the sampling
frequency is high enough it is sometimes possible that more than the IARF transient develop
thus extending the diagnostic possibilities to approach those of PTA and both well and
reservoir models can be recognized in the test data. This is however rare in low frequency data
typically used in production analysis.

If the loaded pressure history contains any decent build-ups with high frequency pressure data
or a link to a database that allows the repopulation of this data without a filter then the
interpreter is in luck. This data can be transferred to a PTA module to determine all of the
classical parameters including the model and these can be transferred back to the PA package
and finally the modelling can begin; adjusting for parameters that can typically change over
the longer time intervals involved in production analysis (i.e. skin).
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Fig. 4.E.1 — Match on the Loglog plot Fig. 4.E.2 — Blasingame plot

4.E.4 Model generation

After the diagnostics candidate models, analytical or numerical, are selected and an attempt is
made to obtain a match between the models and the real data in all the relevant plots
including the history plot. To obtain a match the interpreter will run with a first estimate of the
model parameters generally obtained by generating the default, or automatic, model based on
the initial match made in the loglog plot as described in the previous section. The default
model is the homogenous model with constant skin in a closed circle. At generation time a first
estimate of the constant skin is automatically made by the software.

After a comparison between the model and the data, changes can be made to the model
parameters and any known well configuration can be imposed such as knowledge of the well
being fractured, horizontal or partially penetrating. In the event that PTA was performed on
part of the pressure data the model used can be transferred to the production analysis.

Finally the objective is to vary the model parameters until there is a reasonable match
between the model and the data in all relevant plots, including the history plot.
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4.E.5 Model refinement

Before using the software non linear regression routine to optimize the model parameters and
the match, the engineer should manually deal with the gross parameter errors and change the
values until the model and the data are closer. An experienced analyst with a good
understanding of the sensitivity to the various model parameters should get a fit, by changing
the parameters by hand, between the model and the data very quickly. This will increase the
chance for the regression to succeed and converge faster.

The principle of non linear regression is to use numerical optimization to refine the parameter
estimates by minimizing an error function, generally the standard deviation between the
simulated and real values at selected times. The most commonly used optimization algorithm
is Levenberg-Marquardt, but there are many variants. The engineer has the possibility to run
with some or all the leading parameters of the model and he can also fix the upper and lower
limits of the allowed parameter variation. The data points on which the error function will be
calculated may also be controlled. See figure below:
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Fig. 4.E.3 — Final match after optimization

4.E.6 Forecast

Once the model has been selected a production forecast can be easily performed by defining a
flowing (producing) pressure scenario. See the figure below illustrates this with a constant
pressure production for 100 days.
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Fig. 4.E.4 - Forecast 100 days constant pressure production
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4.E.7 Sensitivity study

At the end of the nonlinear regression it is also possible to recover some confidence intervals.
They can be used to assess the sensitivity to individual parameters and any eventual
parameters cross-correlations.

Another possibility is to run and display a series of model generations corresponding to
different values of a given parameter, in order to compare theses on the history.
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Fig. 4.E.5 — Sensitivity to skin

4.E.8 Reporting Guidelines

A typical analysis report will be split into two components: the ‘mechanical’ part, basically the
result tables and plots generated, directly or indirectly, by the Production Analysis package,
and the ‘verbose’ part, where the engineer will report the objectives, the operations, the
analysis, his confidence in the results and forecast, and possible recommendations for
stimulation, workover and continued or future measurements and equipment to use.

Typically, professional analysis reports are generated with two possible set-ups:

e A header document, from a word processor, with some ‘copy-paste’ of plots and results
from the PA software, but with most of the ‘mechanical’ report delivered as an annex,

e An integrated document, typically from a word processor, where some plots and tables are
dynamically connected to the PA software using some OLE or COM automations. The
advantage of this solution is that it is much more flexible. Once a model template has been
defined, the reporting process will get shorter and shorter from one analysis to the next.
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4.F

4.F.1 Introduction

PA versus PTA

The comparative table below shows a summary of the common and different aspects of the

PTA and PA techniques.

The main aspects will be detailed later in this paragraph.

Pressure Transient Analysis
(PTA)

Production Analysis
(PA)

Theoretical bases

Same equations, superposition, analytical and numerical model.
Some assumptions are, however, specific.

Time range

Hours, Days,
sometimes Weeks

Weeks, Months, Years

Periods of interest

Mostly shut-ins
Clean productions possible

Producing phases
But build-ups may be included

Data sources

Well test measurements
Formation tests
Permanent gauges (PDG)

Measured/allocated production
surface pressure readings
Permanent gauges (PDG)

Reservoir areas of interest

Whatever volume of
investigation during the test
and/or the shut-in

Well or group drainage area

The good old plot(s)

MDH, Horner

Arps

The good old type-curve(s)

McKinley, Gringarten

Fetkovich

Modern diagnostic plots

Loglog with Bourdet derivative

Loglog & Blasingame with
Bourdet derivative

Main flow regime of
interest
Main corresponding results

Infinite Acting Radial Flow
kh & skin

Pseudo-Steady State (PSS)
drainage area & shape factor

Diagnostic capability

High to very high

Average to low

Long term validity

Average to low

High to very high
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4.F.2 Common tools

PA and PTA methods share the same assumptions in terms of the use of the diffusion equation
and limiting conditions. Most of the analytical and numerical models developed in PTA may be
used in PA with minor adjustments, such as the ability to use the pressures as the input to
simulate the rates with superposition.

Modern PA and PTA share a similar path. After loading, synchronizing and extracting data, one
first tries to run a diagnostic using specialized plots and straight lines. An analytical or
numerical model is then run, and an optimization process adjusts the parameters to minimize
the difference between the simulated model response and the observed data.

4.F.3 PSS vs. IARF

The main regime of interest in PTA is Infinite Acting Radial Flow (IARF). We look primarily for a
stabilization of the Bourdet derivative. When IARF is detected, specialized analysis will give a
value of mobility and a total equivalent skin factor. We can refine this and diagnose other well,
reservoir and boundary behaviors from various parts of the response; however the starting
point will always be IARF.

The main regime of interest in PA is Pseudo Steady State (PSS). We look primarily for a unit
slope on the Loglog or the Blasingame plot. Specialized analysis will determine the size of the
well drainage area from the slope, and the intercept will be a function of three main factors:
the well productivity index, the mobility and a shape factor. More complex models could be
used, but there may not be enough information to determine the additional parameters.
However the pressure transient results may be used to determine these.

4.F.4 Diagnostic capabilities

One of the key steps in PTA is the diagnostics, where, based on the derivative behavior the
engineer decides which model could most appropriately be used to perform the analysis. This
is made possible by very clean data and constant production i.e. zero, during the build-up.

Production history may be so scattered that the responses will be dominated by transients. In
this case there is no way to identify pseudo steady state behavior. This may happen even
though the well is still producing and the pressure is declining globally.

Despite the lack of pure PSS behavior it will be possible with a model to history match the data
and obtain a reliable drainage area estimate and even sometimes discriminate mobility, skin
and shape factor. No specialized plot will show such a behavior. So the use of models and
optimization is likely to change the way PA is performed completely, even more radically than
happened with PTA.
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4.F.5 Validity of the PTA hypothesis in Production Analysis

PTA can provide a clean snapshot of what the well and reservoir system is at a given time. PA
covers a much wider time range, and some of the assumptions valid during a single well test
will not be true over the well producing history. The three main differences are related to the
well productivity, the drainage area and multiphase production.

PTA models account for rate-dependent skin. It is also known that the well may be cleaning up
during the initial production phase. So the well productivity may not be constant during a well
test. However this is a reasonable assumption for a single build-up, and optimization will be
possible with a single mechanical skin model. In PA this is unlikely. Well productivity does
change over time, and no optimization process is reasonably possible over a long period of
time without considering a time-dependent skin.

In PTA, boundary effects are generally material boundaries, even though interfering wells can
produce the same effects as boundaries. In PA we consider the well drainage area. Except
when there is only one producing well, part or all of the drainage area boundaries are
immaterial, depending on the flow equilibrium between the neighboring wells. The drainage
area will change in time when new wells are produced, or even when the flow rates change
asymmetrically. To account for these changes, a multi well model, either analytical or
numerical, may be required.

In PTA we approximately handle multiphase cases using pseudo-pressures or considering that
saturations are constant and the flow can be modelled with an equivalent single-phase fluid as
in Perrine’s method. In PA, solutions exist that consider that individual fluids develop PSS
independently. However these solutions make a global correction for multiphase production
but they are unable to forecast the breakthroughs. There is a point where only a history match
with a numerical model can account for multiphase production.
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5 — Wellbore models
OH - OSF - bV

KAPPA

5.A Introduction

Until we are able to beam the fluid directly from the pore space into the ship cargo bay we will
need to use this route called the wellbore. Wellbore effects are seen very differently,
depending where you stand:

For the Pressure Transient Analysts anything related to the wellbore is a nuisance. Wellbore
effects will spoil the early part of the pressure response, and may even persist throughout
the whole test or shut-in survey.

So to the PT-Analyst Wellbore Effects = BAD.

Production Analysts are a little luckier, because they work on a time scale where transient
effects are not that important, and addressing wellbore effects amounts to connecting a lift
curve. In fact, playing with the lift curves and implementing ‘what if’ scenarios is part of
their jobs.

So to the Production Analyst Wellbore Effects = OK.

This Manichean split can be presented another way:

The steady-state component of wellbore effects is a key element of the well productivity. It
may be modeled using lift curves, or VLP curves, and this in turn requires flow correlations
that are present in both Production Logging and Well Performance Analysis, a.k.a. Nodal
Analysis™ (Trademark of Schlumberger).

Correction to datum may be either applied to the data in order to correct the real pressure
to sandface, or integrated in the model in order to simulate the pressure at gauge level.
Correction to datum and integration of VLP curves are detailed in the PTA (QA/QC) and the
Well Performance Analysis chapters of this book.

The transient component of wellbore effects often ruins the life of the PT-Analyst. The
action at the origin of a sequence of flow (opening and shut-in of a valve, change of a
choke) is occurring at a certain distance from the sandface, and any wellbore volume
between the operating point and the sandface acts as a cushion. This induces a delay
between what we want to see and what effectively occurs at the sandface.

In welltest operations, it is highly recommended to reduce this nuisance as much as
possible by means of downhole shut-in tools.

In Production Analysis it is not much of an issue, as transient wellbore effects occur at a
time scale of little interest for rate decline.

This chapter deals with the modeling of some of the simplest transient wellbore models,
and is mainly applicable to Pressure Transient Analysis only.
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5.B Constant Wellbore storage

The simplest wellbore model is the constant wellbore storage

As introduced in the ‘Theory’ chapter, the wellbore storage introduces a time delay between
the rate we impose at the operating point (typically the choke manifold at surface) and the
sandface rate. The wellbore storage equation was introduced in the ‘Theory’ chapter:

8pwf

Wellbore storage equation: gy =Q9B+24C
Not surprisingly, the constant wellbore storage model assumes that the wellbore storage factor

C is constant. The below figure illustrates the behavior of the sandface rate during the opening
and shut-in of a well.

Drawdown A Buildup

surface surface
q flowrate q flowrate
sandface sandface

flowrate flowrate
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Fig. 5.B.1 — Wellbore storage

5.B.1 Loglog analysis

Fig. 5.B.2 with various constant wellbore storage constants is illustrated below. Pure wellbore
storage is characterized by the merge of both Pressure and Bourdet Derivative curves on the
same unit slope.

At a point in time, and in the absence of any other interfering behaviors, the Derivative will
leave the unit slope and transit into a hump which will stabilize into the horizontal line
corresponding to Infirnite Acting Radial Flow. The form and the width of the hump is governed

by the parameter group Ce®®, where S is the Skin factor.

The horizontal position of the curve is only controlled by the wellbore storage coefficient C.
Taking a larger C will move the unit slope to the right, hence increase the time at which
wellbore storage will fade. More exactly, multiplying C by 10 will translate the curve to one log
cycle to the right.
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Fig. 5.B.2 — Wellbore storage loglog response

5.B.2 Specialized analysis (Cartesian plot)

A unique slope on the loglog plot corresponds to a linearity of the pressure response on a
Cartesian plot. This Cartesian plot may show either P or AP vs. At.

Below is shown a Cartesian plot of pressure versus time.
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Fig. 5.B.3 - Cartesian plot of pressure vs. elapsed time
The early time straight line corresponding to the pure wellbore storage is given by:
. . gB
Wellbore Storage Straight line: Ap = %At = MAt

So one can get the wellbore storage constant with:

c-9B

Specialized plot result:
24m
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5.B.3 Sensitivity analysis on the wellbore storage coefficient

The figure below presents the response with wellbore storage values, C of 0.001, 0.003, 0.01,
0.03 and 0.1 (stb/psi).

The value of C has a major effect, which is actually exaggerated by the logarithmic time scale.
You can see on the linear history plot that all responses seem to be the same, however.

When the influence of wellbore storage is over both the pressure change and the derivative
merge together. Wellbore storage tends to masks infinite acting radial flow on a time that is
proportional to the value of C. Wellbore storage will also tend to mask other flow regimes that
can be present in a well test. Early time well responses such as linear, bi-linear, spherical and
hemispherical flow will disappear if the storage effect is considerable. Effects of heterogeneous
reservoirs can also be masked by wellbore storage. The wellbore storage effect on other well
and reservoir models are covered in the individual chapters of these models.

Wellbore storage does not affect the late time pseudo steady state response.

1000 L ‘ 777

100f

C = 0.001 stb/psi
C = 0.003 sth/psi
/ \c=0.01 stb/psi
C=0.03 stb/psi
C=01 stb/psi
1E-3 0.01 0.1 1 10 100

Fig. 5.B.4 — Effect of wellbore storage, loglog plot
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Fig. 5.B.5 - Effect of wellbore storage, semilog and history plot
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5.C Changing wellbore storage

The most frequent case of changing wellbore storage is related to the compressibility change
of the wellbore fluid.

A classic example is gas. When the well is flowing the pressure in the wellbore will decrease,
and the gas compressibility will increase. In this fixed volume this will result in an increase of
the wellbore storage parameter. The opposite will occur during the shut-in, where the increase
of pressure will result in a decrease of the wellbore storage. Though it occurs in any gas test,
this behavior will be visible, and become a nuisance, in the case of tight gas, where the high
pressure gradient in the formation results in a high pressure drop in the wellbore.

Another typical example is an oil well flowing above bubble point pressure in the reservoir. At a
stage (sometimes immediately) there will be a point in the wellbore above which the pressure
gets below bubble point. In this place the oil compressibility will be progressively dominated by
the compressibility of the produced gas, hence an increase of the wellbore storage which will
evolve in time.

In both cases, the wellbore storage will be increasing during the production and decreasing
during the shut-in.

Other sources of changing wellbore storage may be various PVT behaviors, change of
completion diameter of a rising or falling liquid level, phase redistribution, falling liquid level
during a fall-off, etc.

In some cases the wellbore effect will be so extreme that any modeling is hopeless. In this
case the engineer will focus on matching the derivative response after the wellbore effect has
faded, accepting that the early time response cannot be matched and may induce a
(cumulative) incorrect value of the skin factor.

There are three main ways today to model changing wellbore storage:

e Analytical, time related wellbore storage
e PVT correction using the pseudotime function and a constant storage value
e Numerical, pressure dependent storage model

5.C.1 Analytical models

Most analytical formulations of changing wellbore storage involve an initial value of wellbore
storage C;, a final value C;, some assumption for a transition function (Hegeman, Fair, etc) and
a time at which this transition occurs. The main characteristic of these models is that the
transition occurs at a given value of At, and is NOT related to the value of the pressure.

The figures below illustrate increasing and decreasing wellbore storage as modeled by the
Hegeman model of changing wellbore storage.

The matching consists in setting the wellbore storage straight line on the FINAL value of
wellbore storage, pick a second position corresponding to the INITIAL value of storage, and
then pick the median time when the transition occurs. The initial model generation will seldom
match the response perfectly, but this model, combined with a robust nonlinear regression,
has the capacity to adjust to virtually any single trend early time response.
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Fig. 5.C.1 - Increasing storage Fig. 5.C.2 - Decreasing storage

In practice, the Hegeman model is sharper and has more capabilities to match real data. This
is related to the choice of transition function and does not mean that this model is physically
better. Actually it does not mean that ANY of these models are correct, and they should be
used with care for the following reasons:

The models are just transfer functions that happen to be good at matching real data. There
is no physics behind them. They may end up with an initial, final storage and transition
time that makes no physical sense.

These models are time related. There will be a wellbore storage at early time and a
wellbore storage at late time. This is not correct when the model is pressure related. In the
case of production, the real wellbore storage at early time will correspond to the storage at
late time of the build-up, and the reverse. So, the superposition of a time related solution
will be incorrect on all flow periods except the one on which the model was matched. This
aspect is often ignored and/or overlooked.

These models are ‘dangerous’ to the extent that they work beautifully to match ‘*anything
that goes wrong’ at early time, even when the use of such model is not justified. They are
the early time version of the radial composite model at intermediate time. Actually,
combining changing wellbore storage and radial composite will match any rubbish data.

5.C.2 Combining pseudo-time and a constant storage model

In a tight reservoir, the pressure changes can be large and the assumption that uc, is constant
leads to a distortion in the early time of the loglog plot. The response can in most cases be
matched using the changing wellbore storage option described above. However the changes in
uc: can also be included in the diffusion equation and pseudo-time can be used during the
extraction of the period to be analyzed. Pseudo-time is defined by

Pseudo-time: '[ps('[)=_|.;|(pwf (T))df where I(p)z—

1
t

w(p)e.(p)
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The following figures show a loglog response before and after pseudo time correction. The use
of pseudo time is detailed in the chapter on ‘Gas’.
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Fig. 5.C.3 - Without pseudo-time Fig. 5.C.4 - With pseudo-time

There are two drawbacks to this approach:

e This method modifies, once and for all, the data to match the model, and not the opposite.
This excludes, for example, the possibility of comparing several PVT models on the same
data. The method was the only one available at the time of type-curve matching, where
models were limited to a set of fixed drawdown type-curves.

e In order to calculate the pseudotime function one needs the complete pressure history.
When there are holes in the data, or if the pressure is only acquired during the shut-in, it
will not be possible to calculate the pseudotime from the acquired pressure. There is a
workaround to this: use the pressures simulated by the model, and not the real pressures.
This amounts to the same thing once the model has matched the data, and there is no
hole. However it is a bit more complicated for the calculation, as the pressure at a
considered time requires the pseudotime function, and vice versa.

5.C.3 Numerical pressure dependent wellbore storage

The principle is to use a wellbore model which, at any time, uses the pressure to define the
wellbore storage parameter. In order for the model to be stable, the wellbore storage has to
be calculated implicitly at each time step. As the problem is not linear, this can only be done
using a non linear model.

This is by far the most relevant way to simulate pressure related wellbore storage. The figure
below illustrates a buildup matched with the changing wellbore storage model (Hegeman), the
extracted buildup corrected for pseudo time and matched with this model, and the match with
the non linear numerical model with pressure dependent wellbore storage.
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Fig. 5.C.7 - Match with non linear numerical model:
Pressure dependent wellbore storage
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6 — Well models
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6.A Introduction

The geometry of the well, its trajectory in the formation, the way it is completed and/or
stimulated, have a major impact on transient responses and the long term well productivity.

For the PT-Analyst, in most cases the well model will dominate the transient response after the
wellbore storage has faded and before IARF is established.

The flow geometry around the well may create characteristic flow regimes, with a specific
signature of the Bourdet derivative and linearity on a given specialized plot. Some long lasting
flow geometries may also be identified by the Production Analyst.

After radial flow is reached the well model will produce a total equivalent skin, which can be
calculated using the standard straight line method (MDH, Horner, Multirate semilog). This total
skin is the sum of the ‘real’ skin, resulting from the well damage or stimulation, and a
geometrical skin which will define the difference in productivity between the current well
geometry and a fully penetrating vertical well.

However textbook responses are not that frequent. Wellbore effects may hide some specific
well regime. Some well configurations, such as horizontal wells, will have a longer term
impact, will be sensitive to heterogeneities and will seldom exhibit the expected behavior.

The problem of identifying and quantifying well behaviors is not trivial, and it is not expected
to become any better in the years to come. Additional developments are very likely to blur the
message even more:

- In extremely low permeability formations the geometry of the well may affect the pressure
response for years, and IARF may never be reached for the practical duration of the well
life. This is the case of fractured horizontal wells in shale gas formations, and it is
developed in the unconventional gas chapter of this book.

- Increasingly complex and ‘intelligent” completions, multi-drain wells, may be a dream for
the production engineer but they are a nightmare for the analyst. The sensitivity of the
solution to local heterogeneities, the lack of unique solutions, and the absence of any pure
flow regime make the analysis almost impossible.

For these reasons, what is taught in this chapter may become less and less relevant when this
sort of configuration becomes the norm. When no formal analysis technique is available we will
end up using these complex models for test design and productivity design, and we will use
history matching with a very limited number of diagnostic tools.
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6.B Vertical well with Constant Skin

The simplest model is a vertical well fully penetrating the reservoir producing interval.

This is the model used to derive the basic equations in the chapter on ‘Theory’. This model is
sometimes called ‘wellbore storage & skin’, reference to the original type-curves of the 1970’s.
The reason is that the two only parameters affecting the loglog plot response will be the
wellbore storage and the skin factor. However, wellbore storage is a wellbore effect and skin is
used in complement of all other models.

So we will stick to the term ‘vertical well’, considering that ‘fully penetrating’ is the default
status of a vertical well, otherwise the model will be called ‘limited entry’ or ‘partial
penetration’ (see other sections in this chapter).

The behavior of a vertical well in a homogeneous infinite reservoir has already been presented
in previous sections and is shown here as a reminder. The loglog and semilog plots below show
the response for various values of the skin factor (S).

On the loglog plot, the shape of the derivative response, and with a much lower sensitivity the
shape of the pressure response, will be a function of the group C.e?*.

oo ;g_ ==
100} = _//
10}
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Fig. 6.B.1 — Effect of skin, loglog plot
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Fig. 6.B.2 — Effect of skin, semilog and history plot

The shape of the hump, which originally was set to Cpe®* "

actually a function of C and ry,e sk,

when dealing with type curves, is

If we consider the IARF equation given in previous section:

plt)=p, —%Pog&)ﬂog(@ K 2)—3.228+0.8686.Skin}

t'w

...and if we re-shuffle it a bit, we get:

Ap(t)= %{logﬁﬁ Iog[%]— Iog(hd)ct)—3.228—2log(rweSk‘")}

7,

One can see that the slope is a function of k.h/u, and that there is a constant term that shows,
among other things, the residual effect of r,e™", ¢ and c;.
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6.C Vertical Well with Changing Skin

In this section, we keep the assumption of a vertical well fully penetrating the formation.
However we now allow the skin factor to be changing over time and/or as a function of the
producing rate.

6.C.1 Rate dependent skin

In high rate wells, especially but not only in gas wells, the flow velocity may become
considerable and in some cases the flow becomes turbulent. When this happens, Darcy’s law
no longer applies and will be replaced by Forscheimer’s equation:

Pty g e, g 0005
ax Kk TP h [@-(1-Sw)f° -k

The exact problem is nonlinear and can be solved numerically, as described in chapter on
‘Numerical models’.

However, it can be simplified and analytical models can be used with a fair approximation by
adding a rate dependent component to the skin factor. Under these conditions, the effective
skin factor S’ for a given rate q will be given by:

ds
S'=5,+Dq or S'=S,+—q
dq
D is called the non-Darcy flow coefficient. In order to assess the rate dependency the skin has
to be solved for several rates.

In gas well testing the most common method is to plan for an isochronal or modified
isochronal test, but this is done mainly to determine the deliverability of the well. Such a test
procedure includes multiple buildups after different flowrates and the engineer can then profit
for ‘free’ the fact that the buildups can be analyzed for skin and define the rate dependency.
This can then be used in the model.

The following figures illustrate the loglog plot with four buildups with different skins and the
corresponding history match using a constant skin in the model. It can be seen that the match
is not consistent with the measured data.

49507
48507
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increasing ] |—|J_|
' ' ' 0= T T T T : - : :
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Fig. 6.C.1 - Loglog plot Fig. 6.C.2 - History match, constant skin
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The next figures illustrate the ‘skin versus rate’ plot, which is used to evaluate the rate
dependency and the skin if no turbulence was present. From this we can determine a rate
dependent skin model. Finally we see n the history match plot that the model is consistent
with the measured data.

4950
301 Model / 48507
Constant Skin
________________________________________________________________ 47507
Model rate
207 1
4650 <« dependent Skin
\ 4550 | !
104 Slope dS/dq 1
2000 —
o€ So :
0 500 1000 1500 2000 2500 3000 3500 4000 4500 0 20 40 60 80 100 120 140 160 180
Fig. 6.C.3 - Skin vs. rate plot Fig. 6.C.4 - History match, rate dependant skin

6.C.2 Time dependent well model

After a stimulation job or a full workover, there is often a voluntary change from one well
model to another. This can typically be the change of the well conditions from a wellbore
storage and skin type to a fracture model after a ‘frac’ job. The skin can also change but the
transformation of the model is more radical than just an improvement or deterioration of the
skin. The other well models are discussed and developed later in this chapter but since the
change of the full well model is similar to that of just a straight forward time dependent skin,
we will briefly discuss it here.

The most common example of a well model transformation is when a well is subject to fracture
stimulation. Typically the well is damaged and no fracture is intersecting the well during the
first status or time period of a well test. Then the well is subject to the ‘frac’ job and the well
model is changed to fracture model. It is possible to model this using a time dependent well
model. The history is divided into time periods with a certain status, and each status can have
the following definitions:

e Status with constant wellbore storage and skin

e Status with changing wellbore storage

e Rate dependent skin for each status

e Status with infinite, uniform flux or finite conductivity fractures
e Each status can have a different geometry limited entry

e Each status can have a different horizontal well geometry
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The figure below illustrates the loglog match of the well behavior before and after a fracture
stimulation job. The model matches the whole history of the test sequence including the
fracture treatment.
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Fig. 6.C.5 - Changing well loglog match Fig. 6.C.6 — Changing well history match

6.C.3 Time dependent skin

When the well is cleaning up one will see a decrease of skin with time. Conversely a well may
get progressively damaged during its producing life, hence an increase of the skin factor.

These effects may be modeled by allowing the mechanical skin to vary over the well life. This
may actually be combined with a rate dependent component, though solving for both may
often be an under-specified problem.

In Saphir, time dependent skin is just a subset of the changing well model where each status
is assigned a skin. The figure below illustrates a well that is cleaning up matched with a
constant and changing skin model.
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Fig. 6.C.7 - Well cleaning up
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6.D High conductivity fracture
6.D.1 Hypotheses

Acidizing and fracturing are the basic choices when one wants to improve the productivity of a
well. Acidizing requires an injectivity which will make it the typical treatment of choice for
stimulating wells in high to medium permeability formations.

At the opposite, fracturing requires a mechanical stress induced by the resistance to the flow,
and will be typically performed in low permeability formations. An extreme case today is the
production of shale gas formations, which only occurs through series of fractures created along
a horizontal drain. In a fracture job the bottom hole pressure rises above the fracture gradient
of the formation, but within the pressure range allowed by the completion. Once the fracture is
initiated, the bottom hole pressure is kept while a proppant such as sand or ceramic beads is
included in the fracturing fluid. As the fracture ‘screens out’, the induced fracture faces remain
open.

Rock mechanics suggests that in most cases the fracture has symmetrical ‘bi-wing’ geometry.
The model we use in well testing assumes that the fracture wings are two perfect rectangles,
each of length X;, the half fracture length. For fully penetrating fractures the rectangles height
is the formation thickness.

Xf Xf

< > < >
an\

Wellbore

Fig. 6.D.1 — Schematic of a fracture model in the horizontal plane

There are two main types of fractured models: the high, or ‘infinite conductivity’ and the ‘finite
conductivity’. In the high conductivity we assume that the pressure drop along the inside of
the fracture is negligible. In the low conductivity case we simulate diffusion within the fracture
(see specific section).

There are two main high conductivity fracture models: the Uniform Flux model assumes a
uniform production along the fracture. The Infinite Conductivity model assumes no pressure
drop along the fracture. The latter is the one that makes sense physically. The former was
initially developed because it is pretty straightforward to generate analytically. It is also used
with a ‘trick’ (see below) to simulate the infinite conductivity response without the CPU cost of
the true, semi-analytical solution.
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6.D.2 Behavior

At early time only the part of the reservoir in front of the fracture will significantly contribute
to the well production, orthogonal to the fracture plane. This is what we call the linear flow,
and this is a characteristic feature (see figure below).

Y b
EEIXITNEIIIET

Fig. 6.D.2 - Early time linear flow

This linear flow is a particular case of a flow through a section of constant area A. Other
examples of such flow are late time linear flow between two parallel faults. When such flow
occurs there is a linear relation between the pressure change and the square root of the
elapsed time, given by the following relation:

Ap = 8.12gB | uAt
Area | kg,

Where ‘Area’ is the flowing section in ft2. In the case of a fracture, the flowing section is the
area of the fracture rectangle, so Area = 2X/h. We then get:

406qB At [16.520°B%u
o Vkie | b \/kX2

The flow will then progressively deviate from the early linear flow while the rest of the
formation starts impacting the well production, and the area of investigation becomes elliptical.
When the production continues the ellipse grows into a large circle and we reach Infinite Acting
Radial Flow. At this stage the fracture behaves like a standard well with a negative skin.
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Fig. 6.D.3 - Evolution of the area of investigation

The figure below shows the normalized density of flow from the formation into the fracture.
The red curve corresponds to the Uniform Flux fracture. At very early time the infinite
conductivity solution will follow this profile. However this changes rapidly until it stabilizes at
late time to the blue curve, showing that most of the flow at late time comes from the tips of
the fracture, which are more exposed to the rest of the formation than the center part.

-Xf 0 Xf
- 0.732 Xf 0.732 Xf

B

Fig. 6.D.4 - Flow profile along the fracture at early and late time
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6.D.3 Loglog Analysis

From the previous section, the pressure change during the early time linear flow is:

16.52¢9°B%u 1

Apzmx/E where m=
hege, Jkx:

In the equations above, all parameters are inputs except the permeability and the fracture half
length. During the linear flow, the result of any analysis will therefore provide a relation
between permeability and fracture half length by determining the value of kX;2.

The Bourdet derivative at early time is given by:

dAp dAp m 1
& = At =At =—m
d In(At) dAt 2JAt 2

Ap At = %Ap

On a decimal logarithmic scale this writes:

Iog(Ap)=Iog(m)+%Iog(At) and log(Ap") = log(Ap) —log(2)

The early time flow regime of a high conductivity fracture is characterized on a loglog plot by a
half unit slope on both the pressure and derivative curves. The level of the derivative is half
that of the pressure. At later time there is a transition away from this linear flow towards
Infinite Acting Radial Flow, where derivative stabilizes (see figure below).

The position of these two half slope straight lines will establish a link between the time match
and the pressure match, providing a unique result for kXy2. Fixing the stabilization level of the
derivative will determine the value of k, and the half fracture length will be calculated from
kX2, If there is no clear stabilization level the problem will become underspecified.

100

10

unit slope

Fig. 6.D.5 - Infinite conductivity fracture behavior
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6.D.4 Sensitivity to different parameters
6.D.4.a Choice of fracture model

The description above applies to both Infinite Conductivity and Uniform Flux models. It may be
interesting at this stage to compare both solutions for the same parameters, see figure below.

Uniform flux —
\/ / IA£F_

100} ~

10 = Infinite conductivity

<

0.01 | 01 l 1 l 10 | 100

Fig. 6.D.6 — Uniform Flux vs. Infinite Conductivity

These solutions differ only slightly when plotted on a loglog scale. Purists consider that the
uniform flux solution is physically incorrect and only the infinite conductivity solutions should
be used. In real life the uniform flux transients generally offer a better match, and this can be
explained by the fact that the productivity of the uniform flux fracture, for a given length, is
slightly lower than the infinite conductivity, and that this, possibly, better simulates the slight
pressure losses in the fracture.

The Uniform Flux model was published because it was fairly easy to calculate. The infinite
conductivity fracture was solved semi-analytically (at high CPU cost) but it was shown that an
equivalent response could be obtained by calculating the (fast) uniform flux solution at an off-
centered point in the fracture (x=0.732.X¢). This position corresponds to the intercept of both
flow profiles, as shown in the ‘behavior’ section.

6.D.4.b Sensitivity to the half fracture length

The loglog plot below is the comparison of several infinite conductivity responses for different
values of X; all other parameters, including the formation permeability, staying the same.
Because the permeability does not change, the pressure match remains constant, and the
loglog response is shifted left and right. Multiplying the fracture length by 10 will shift the
responses two log cycles to the right. This will shift the early time half slope down one cycle.
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6.D.4.c Sensitivity to the reservoir permeability

The loglog plot below is the comparison of several infinite conductivity responses for different
values of permeability, all other parameters, including the fracture half length, staying the
same. Multiplying the permeability by 100 will shift the stabilization of the derivative down two
log cycles, but the half slope of the linear flow will only be shifted down one log cycle.
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Fig. 6.D.8 - Sensitivity to kh
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6.D.5 Specialized Analysis

Let us repeat it. The loglog analysis with the Bourdet derivative (a.k.a. the ‘right stuff’) has all
what is needed to perform the complete analysis of a fractured well. Positioning the half slopes
of both pressure and Bourdet derivative exactly does what we will be showing below. The
advantage of the loglog approach is that it will be valid even if a pure linear flow is not
detected, and a successful nonlinear regression will not require pure behaviors to occur.
Anyway, the specialized analyses have a historical value and do not hurt, anyway.

From the previous section, the relation between pressure and time during the linear flow is:
16.529°B°u 1
2
h*gc, JkX?

Ap = mJAt  where m=

A straight line can be drawn on a cartesian graph of pressure change versus ~/At :
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Fig. 6.D.9 - Square root plot

From this plot we get a value of kX;2, and therefore Xrif we do know k.

2p?2
kX2 :16.522? B u and/or X, = 4.060B | u
m-h“gc mh kgc,

t
Applying superposition? NO!

In a specialized plot (except the linear plot) it is possible to replace a time function by its rate
superposition. For example we could use the tandem square root plot in the case of a build-up.
This is the case when we assume that the flow regime we are studying is actually the
superposition of these flow regimes. We do this for Infinite Acting Radial Flow or late time
effects such as the linear flow between parallel faults. This does NOT apply here, or to any
other early time behavior, and we should use the pure time function, not the superposed one.
The only exception may be for shale gas, where the ‘early time’ behavior actually lasts years,
and where superposition may be applicable.
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6.D.6 Adding wellbore storage

The original publications on fracture solutions were without wellbore storage and skin. It is not
that it was absent, but the solution with two additional parameters (C and S) was too complex
to be turned into readable type-curves especially as the influence of skin is particularly messy.

Wellbore storage will affect the early time data by masking the linear flow. If the storage effect
is high enough no fracture flow may be diagnosed from the loglog plot and the interpreter can
no longer justify that a fracture may exist if the total skin is not highly negative. It will also
become increasingly more difficult to make a choice between a low or high conductivity
fracture, and the half fracture length X; can no longer be determined from the square root plot.

If a fracture job had been done on the well this could be an indication that the job had not
been very successful or that the fracture had propagated up or down rather than laterally.

The below figure illustrates the effect of wellbore storage on the linear flow in the loglog plot.
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Fig. 6.D.10 - Loglog plot influence of wellbore storage

6.D.7 Skin effect

Total skin; geometrical skin; model skin: The concept of skin in configurations that are not
based on a standard vertical well are sometimes confusing. This section describes the different
skin components, and how they may be combined.

6.D.7.a Fracture Geometrical Skin

When we run a standard straight line analysis on a logarithmic scale (MDH, Horner,
Superposition) we calculate a value of the skin factor. This is what we call the Total Skin S+.
This calculation may take place at any time after the extraction of the build-up, and is
independent of the model chosen. The Total Skin is given by the equation:

qsf:u
AP, =141.2
pSkln kh

ST

where A4ps, is the pressure difference between our data and the response of a standard,
undamaged, fully penetrating vertical well.
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When we generate a high conductivity fracture model with no specific damage or stimulation
other than the fracture itself, and then perform a IARF straight line analysis, we will get a
negative skin. This negative skin is not due to any pressure loss or gain at the sandface, it is
just due to the geometry of the well. This is what we call the Geometrical Skin S;. We can
also link this geometrical skin to the equivalent wellbore radius. This is the radius of a
theoretical vertical well that would have the same productivity as the fracture. The geometrical
skin and equivalent radius depend on our choice of fracture model:

H xf Xf
Uniform Flux : Sg=—-In| ———— lyeg = — = 37T% X
2.718r, e
- - Xf Xf
Infinite Conductivity : Sg=-In| ———— Fyeq = ~50% X,
2.015r, 2.015

Another way to present this is that an infinite conductivity fracture with a half length of 200 ft
will have the same productivity of a theoretical vertical well with a radius of 100 ft. If the well
radius is 0.3 ft, the geometrical skin Sg will be -In(333)= -5.8.

The figure below shows the equivalent wellbore radius for an Infinite Conductivity Fracture
(blue) and a Uniform Flux Fracture (orange).
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Fig. 6.D.11 - Equivalent wellbore radius

6.D.7.b Model Skin and Total Equivalent Skin

In complement there may be a pressure loss or gain at the sandface, which is quantified with
the Model Skin Sy. At this stage one has to be careful about the convention of how the skin is
defined. There are two ways to define the Skin factor in a fractured well model, and these are
accessible in the Saphir settings page, Interpretation option, Skin tab:

Significant figures ~ Skin l Misc ] Extemnal models | Data control | Edemal flow models | Flow models] Activ'rtylog]ﬂ

% Reference length

Limited entry ‘hw {perforated interval) j

Horizontal / Slanted ‘hw+ani. thorizontal + anisotropy) j I~ Pseudo-skin components

Fracture ‘ Fracture skin j

Fig. 6.D.12 - Skin convention dialog in Saphir v4.12
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The Standard Skin considers that we keep the standard vertical well sandface as the flow
area through which the skin factor is applied. This is as if the skin pressure drop was occurring
at the well and not at the fracture sandface.

There are two ways to define the Fracture Skin:
AFIow = 2ﬂf-wh

Because the reference areas are the same, under this convention the component skins add up,
and the total equivalent skin S will be:

S; =Sg +Sy
and A, =4X;h

Because the reference areas are different, under this convention the component skins will need
a normalization to add up, and the total equivalent skin Sy will be:

7
S; =S¢ +2S
T G 2Xf M

In Saphir v4.12 there was a third way, where h as a reference thickness was replaced by Xf,
but it does not make any sense physically and will be removed in v4.20.

6.D.7.c Influence of skin

The figure below illustrates the influence of fracture skin on the behavior of the pressure
change and the derivative. There is no effect on the derivative but the pressure change will no
longer show the half slope behavior of linear flow as the pressure change become flatter as the
fracture skin increases.
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Fig. 6.D.13 - Fracture skin influence
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6.E Low conductivity fracture
6.E.1 Hypothesis

The fracture geometry is the same as that of the high-conductivity models, but now it is
assumed that there is a significant pressure gradient along the fracture.

Xf Xf

t— >

P v
p >

Wellbore

Fig. 6.E.1 — Schematic of a fracture model in the horizontal plane

6.E.2 Behavior

In the absence of storage, the first flow regime is linear flow along the fracture axis, this
simultaneously induces a linear flow orthogonal to the fracture, the amplitude of which
changes along the fracture length, i.e. there is a non-uniform flux into the fracture, in contrast
to the high-conductivity models. This bi-linear flow regime, with linear flow along two axes,
gives rise to a pressure response proportional to the fourth root of time. Both the loglog and
the Bourdet derivative plots exhibit quarter slopes during bi-linear flow. Bi-linear flow is
followed by the usual linear flow, characterized by a 1/2-unit slope on the loglog.

VYIVIVY ~VIVIVY
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Fig. 6.E.2 — Early time bi-linear flow

The bi-linear flow regime is usually happening at very early time, and is not always seen. It
represents the time at which the pressure drop along the fracture is significant, and in reality
this time is very short. Even when there is no storage effect, the data sometimes does not
exhibit a 'a-slope and can be matched directly with a high-conductivity fracture model.
However, the general model for an ‘induced fracture’ fractured well must be the finite-
conductivity fracture model, as there will always be a pressure drop along the fracture,
however small. This is however, not significant compared to the linear pressure drop in the
reservoir into the fracture.
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There are two additional parameters that needs to be specified in this model; the fracture
width (w) and the fracture permeability (kf), in fact it is the permeability thickness of the
fracture that is specified (kw).

When the fracture conductivity is very high, the model approaches the infinite-conductivity
response, with a Y2-slope developing immediately. Conversely, with low kw the pressure drop
along the fracture is significant almost to the onset of radial flow (IARF). When such flow
occurs the relationship between the pressure change and the fourth root of elapsed time is
given be the flowing relationship:

44.119Bu U
= At
P hJkw(guc k)"

6.E.3 Loglog Analysis

From the previous section, the pressure change during bi-linear flow is:

44.110Bu
hkw(geck)"

dAp _ \ dAp _ 4y M :%m“\/ﬂziAp

Ap = mi/At where m=

Tdinan  CdAt C 44At

Ap
On a decimal logarithmic scale this writes:

Iog(Ap)=Iog(m)+%Iog(At) and log(Ap') = log(Ap) —log(4)

During bi-linear flow the pressure change and the Bourdet derivative follows two parallel
straight lines with a slope of one quarter (1/4). The level of the derivative is a quarter of that
of the pressure change.

This is followed by the onset of linear flow and the pressure change and the Bourdet derivative
follow then two parallel straight lines of half slope (1/2) with the level of the derivative half
that of the pressure change.

When radial flow is reached we have the usual stabilization of the derivative curve.
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The following figure illustrates this behavior on the loglog plot.
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Fig. 6.E.3 - Finite conductivity fracture behavior

6.E.4 Sensitivity to different parameters
6.E.4.a Sensitivity to ksws

For larger fracture conductivities the solution approaches that of an infinite conductivity
fracture and the bi-linear flow will disappear completely as the derivative and the pressure
change is shifted lower and lower, the 4 slope will be completely replaced by the linear %2
slope. See the illustration in the figure below.
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Fig. 6.E.4 - Finite conductivity fracture, sensitivity to kews

With very low fracture conductivity the linear flow will not develop and the bi-linear flow will be
dominating until the unset of infinite acting radial flow.
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6.E.4.b Sensitivity to the half fracture length

Keeping Fcp = constant the pressure change and the Bourdet derivative curves shift to

f
the right as the fracture length increases. The longer the fracture, the longer it takes to reach
IARF. The following figure illustrates this.
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Fig. 6.E.5 - Constant Fcp; sensitivity to half fracture length, X;

In practice, massive hydraulic fracturing is only common in very low permeability formations.
We typically encounter this sort of stimulation in Tight Gas, Shale Gas and Coal Bed Methane
(CBM), type of reservoirs. This topic is covered in the chapter on ‘Unconventional Reservoirs'.
It suffices to say here that these types of wells would not be economically viable or would not
produce at all without this sort of stimulation. It is now becoming popular not only to induce
one single fracture in the well, but horizontal wells are selectively ‘fracced’, and multiple
individual low conductivity fractures may exist. It goes without saying that the analyst’s task
can become more than just challenging.

It is easy to imagine that for a period subject to pressure transient analysis the time to reach
infinite acting radial flow will be prohibitively long, and in some cases the transient will never
reach this flow regime at all (well, maybe after thousands of years). Thus one can understand
that lacking some of the flow regimes the interpretation of massive hydraulically fracced wells
can be quite difficult.

It is therefore always recommended that a pre frac test be carried out to determine the
permeability thickness product of the formation (kh).

6.E.5 Specialized analysis

The data that matches the quarter unit straight line in both the pressure change and the
Bourdet derivative is in bi-linear flow. A plot of the pressure change versus the fourth root of

elapsed time, YAt will be on a straight line of slope:

2
__ AANABu g kw =1945 | T (—aB”j
h./kw(guck ) duck | hm
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The figure below illustrates the fourth root plot.
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Fig. 6.E.6 - Fourth root plot

6.E.6 Adding wellbore storage

12 1.4 16 18 2 22 24 26 28

Wellbore storage will affect the early time data by masking both bi-linear and linear flow. The
storage effect does not need to be very high in order to mask the fracture flow completely. The
interpreter is faced with data that cannot prove that a fracture exists; only the very negative
skin associated with the fracture and a marked increase in productivity will give him some
arguments that the stimulation job was indeed successful or partly successful.

In fact, the analyst is often faced with this dilemma. From a design point of view the fracture
job may be judged successful as we know what we pumped and the proppant disappeared, so
the fracture must be in the ground. But often, the frac will propagate up or down, and parallel
short fractures maybe induced thus masking the very long fracture that was designed for. It is
just not manifesting itself in the bottom hole pressure data.

The figure below illustrates the effect of wellbore storage on the early time behavior.
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Fig. 6.E.7 — Wellbore storage influence
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6.E.7 Skin effect

The total (semilog) skin of a fractured well is negative due to the fracture geometry. The
mechanical skin of the fracture (damage) is the difference between the total skin and the
geometrical skin. The total skin is given by the equation:

qsf:u
Apg,, =141.2
pSkln kh

ST

where A4ps, is the pressure difference between our data and the response of a standard,
undamaged, fully penetrating vertical well.

6.E.7.a Fracture Geometrical Skin

The skin of the finite conductivity fracture is defined by the geometrical skin defined for an
infinite conductivity fracture and a correction factor to allow for the pressure drop caused by
the low fracture conductivity.

The geometrical skin expresses the relation between the half fracture length and the skin for

K, w
values of —— > 300 and:
f

Xf Xf
Sg=—In| ——— » ~50% X
7 2.015

6.E.7.b Model Skin and Total Equivalent Skin

In complement there may be a pressure loss or gain at the sandface, which is quantified with
the Model Skin Sy. At this stage one has to be careful about the convention of how the skin is
defined. There are two ways to define the Skin factor in a fractured well model, and these are
accessible in the Saphir settings page, Interpretation option, Skin tab:

Significart figures  Skin l Misc ] Extemnal models | Data control | Edemal flow models | Flow models] Activity |Dg]L[

% Reference length

Limited entry ‘hw {perforated interval) j

Horizontal / Slanted ‘hw+ani. thorizontal + anisotropy) j I~ Pseudo-skin components

Fracture ‘ Fracture skin j

Fig. 6.E.8 - Skin convention dialog in Saphir v4.12

The Standard Skin considers that we keep the standard vertical well sandface as the flow
area through which the skin factor is applied. This is as if the skin pressure drop was occurring
at the well and not at the fracture sandface.
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There are two ways to define the Fracture Skin:

AFIow = 2ﬂf-wh

Because the reference areas are the same, under this convention the component skins add up,
and the total equivalent skin S7 will be:

S; =S5+ Sy,
If one consider A, =4X:h

The reference areas are different, under this convention the component skins will need a
normalization to add up, and the total equivalent skin S; will be:

7
S; =S5 +—%§,, Influence of skin
2X,

The figure below illustrates the influence of fracture skin on the behavior of the pressure
change and the Bourdet derivative. There is no effect on the derivative but the pressure
change will no longer show the quarter slope behavior of bi-linear flow as the pressure change
become flatter when the fracture skin increases.
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Fig. 6.E.9 - Fracture skin influence
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6.F Limited entry well
6.F.1 Hypothesis

This model assumes that the well produces from an interval smaller than the net drained
interval. The drained interval is not always fully perforated to avoid gas coning or cusping
and/or water production from an underlying or lateral aquifer or bottom water. In this case the
limited entry is voluntary. Partial penetration can also happen as a result of field operations
gone awry; problems such as perforations off depth and plugging of perforations are amongst
many reasons that a well has limited contribution to production.

Fig. 6.F.1 — Limited entry schematic

The partial penetration effect also comes into play with all sorts of formation testing tools
where the point of production can be just one single small ID probe, thus the pressure
measurements maybe affected by the partial penetration spherical flow regime right through
the measurement time. This particular test type is covered in the chapter on ‘PTA - Special test
operations’.

6.F.2 Behavior
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Fig. 6.F.2 — Limited entry flow regimes
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In theory, after wellbore storage, the initial response is radial flow in the perforated interval h,,
(see figure above), shown as '1’. This ‘stabilization’ gives the product k;h, (the subscript ,
stands for radial) and it can be imagined that if there were no vertical permeability this would
be the only flow regime present before the influence of any lateral boundaries. In practice this
flow regime is more often than not masked by wellbore storage.

In flow regime ‘2’ there is a vertical contribution to flow, and if the perforated interval is small
enough a straight line of slope -2 (negative half slope) may develop in the Bourdet derivative,

1
corresponding to spherical or hemi-spherical flow. The pressure is then proportional to ﬁ

The relation of the pressure change and the ‘one over the square root’ of the elapsed time is:

_70.60Bu  24530Buy/guc, 1
K.r, k32 JAt

With: K, = (k2K |

Ap

Finally, when the diffusion has reached the upper and lower boundaries, the flow regime
becomes radial again, and the stabilization now corresponds to the classical product, k;h.

In any model where there is a vertical contribution to flow, there must also be a pressure drop
in the vertical direction, and vertical permeability has to be considered along with the radial
permeability. The pressure drop due to the flow convergence (flow regime 2, spherical flow) is
a 'near-wellbore’ reservoir effect caused by the anisotropy. If the spherical flow is seen in the
data it may be possible to separate the ‘damage’ and ‘geometric’ components of the total skin
determined from the second IARF period.

6.F.3 Loglog Analysis
From the previous section, the pressure change during spherical flow is:

24530B 1/
Ap= mﬁ where m= 53qk3flz ad
dAp At dAp At 1

1
~ = = =——MJVAt =——A
din(at) dAt  C —oJat | 2 2P

Ap
The characteristic flow regime is spherical flow until upper and lower boundaries have been

reached and then followed by radial flow in the reservoir.

The interesting flow regime here is spherical flow during which time the pressure change is

1
proportional to K’ the Bourdet derivative will follow a negative half unit slope straight line.

k
From this flow regime it is possible to determine the anisotropyk—v. The below figure illustrates
r

the behavior of a well with partial penetration.
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Fig. 6.F.3 — Limited entry well behavior

6.F.4 Sensitivity to different parameters
6.F.4.a Sensitivity to the anisotropy

As the anisotropy contrast becomes large the spherical flow regime becomes longer and the
geometrical skin more severe. If the open interval is close to either the upper or lower
boundary hemispherical flow will develop which is seen as a translation of the negative half
slope in time, it develops later. If either of the boundaries is a constant pressure boundary
(gas cap or active aquifer can act as a constant pressure boundary) then the Bourdet
derivative will turn down. The below figures illustrates the sensitivity caused by the anisotropy
on the Bourdet derivative in the loglog plot.
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Fig. 6.F.4 - Sensitivity to anisotropy
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The following figure shows the difference between spherical and hemi-spherical flow.
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Fig. 6.F.5 — Spherical and hemi-spherical

6.F.4.b Sensitivity to the vertical distance to a constant pressure boundary

The next figure illustrates the influence of the proximity to a constant pressure boundary. The
closer the perforated interval is to the boundary the stronger is the effect form it.
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Fig. 6.F.6 - Limited entry with Gas Cap

With a high enough vertical permeability the spherical flow may not be seen at all; this is also
dependent upon the ratio h,/h, the fraction of the producing interval that is contributing and
the level of wellbore storage. As k, decreases the negative half slope spherical flow derivative
becomes increasingly evident. The geometrical skin also increases.
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6.F.5 Specialized analysis

The data that matches the negative half unit slope straight line on the Bourdet derivative in
the loglog plot will also will also be on a straight line if the pressure change is plotted versus

1
—— in a cartesian plot. The straight line has a slope of:

JAt
= 24530B 4/ duc,

3/2
ks

3
k k
The anisotropy can then be determined k—V = [k—sj

r r

This is valid when the contribution interval is such that spherical flow develops. If the open
interval is close to the upper or lower boundaries then hemispherical flow will develop and the
slope of the specialized plot has to be divided by two.

1
The below figure illustrates the specialized plot of pressure change versus ﬁ
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Fig. 6.F.7 — One over square root plot

6.F.6 Adding wellbore storage

Wellbore storage will quickly mask the spherical flow regime. In a well where there is no
voluntary partial penetration the interpreter can easily miss the effect and as the limited entry
can result in a high geometrical and thus a high total skin this can often be misdiagnosed as
damage alone when coupled with the storage effect. Stimulation of a limited entry well will
therefore often have no results.

The following figure illustrates the effect of increasing wellbore storage on a limited entry well.
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Fig. 6.F.8 — Sensitivity to wellbore storage

6.F.7 Skin effect
6.F.7.a Skin components

The total skin of a limited entry well is invariably positive due to the partial penetration. The
mechanical skin of the open interval is the difference between the total skin and the
geometrical skin.

A variety of correlations has been presented in the literature to estimate the geometrical skin.
In Saphir the geometrical skin is determined by the difference between the model skin and the
model skin for a fully penetrating vertical well with no skin damage, thus the various skin
components adds up directly:

SM =(ST _SG)

At this stage one has to be careful about the convention of how the skin is defined. There are
two ways to define the Skin factor in limited entry well model, and these are accessible in the
Saphir settings page, Interpretation option, Skin tab:

Significart figures  Skin l Misc ] Extemnal models | Data control | Extemal flow models | Flow models] Ac‘tiv'rtylng]ﬂ

% Reference length

Limited entry ‘hw {perforated interval) j

Horizontal / Slanted ‘hw+ani. thorizontal + anisotropy) j I~ Pseudo-skin components

Fracture ‘ Fracture skin j

Fig. 6.F.9 — Skin convention dialog in Saphir v4.12
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The skin can be referred to the perforated interval and the skin components needs to be
normalized to add up, the total equivalent skin St will be:

6.F.7.b Influence of skin

The figure below illustrates the influence of the mechanical skin on the pressure change and
the Bourdet derivative. There is no effect on the derivative so a change in skin will not mask
the spherical flow regime.
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Fig. 6.F.10 - Limited entry skin sensitivity

There are often questions about how positive a skin can be in reality. The reality has to be
seen in the proper light, that is with the appropriate reference. Imagine a test carried out with
a 2 inch probe of a formation tester. The skin is determined to be 1 with reference to the
probe dimension. If the test had reached radial flow a classical semilog analysis would reveal a
skin (total skin) of 600 calculated with the appropriate net drained interval of 100 ft. So yes,
very positive skin values may exist, the trick is to know what they mean.
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6.G Horizontal wells

Horizontal wells are with no doubt a dream for the production engineer. However, they are a
bit of a nightmare for the interpretation engineer trying to perform Pressure Transient
Analysis. The nightmare started in the early 1990’s, when the first horizontal well solutions
were integrated into PTA software. It was quickly found out that the wells producing the
textbook response given by the theory were in minority.

After the fact, the reason is pretty straightforward: the reality is far more complex than what
we model. When dealing with vertical wells, we are making the same mistakes, but there is an
enormous and fortuitous averaging effect taking place around the vertical well, and the
response will be close to what theory predicts. In other words, we were lucky in the start when
we used simplistic models for vertical wells and Infinite Acting Radial Flow and it worked (just).
No such luck with horizontal wells, as the response is very sensitive to the assumptions that
we make, whether it is the homogeneity of the formation, the part of the horizontal well that
will produce effectively (the part of the horizontal section that is contributing to the
production), the well geometry (the first rule of horizontal wells being that they are not
horizontal) and multiphase flow behavior in the wellbore.

This warning is to say, yes fine, there are horizontal well models, and they give some
theoretical behavior that will be described in this section. In the next section you will find
‘textbook’ data and some not so ‘textbook’ but overall you will realize that we can indeed make
sense of the majority of data sets and achieve consistent analysis results. When we cannot, it
is better to explain why and avoid at all costs inventing all sorts of schemes to try to explain
the unexplainable.

6.G.1 Hypothesis

The well is assumed to be strictly horizontal, in a homogeneous formation which is also strictly
horizontal and of uniform thickness h. As a start, we will consider that the reservoir is isotropic
in the horizontal plane, but we will allow vertical anisotropy and other parameters to be
defined as in the limited entry well.

Fig. 6.G.1 - Horizontal well geometry
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6.G.2 Behavior

The first flow regime, often obscured by wellbore storage, is pseudo-radial flow in the vertical
plane, analogous to radial flow in a vertical well (see below figure). The average permeability
combines the vertical and a radial (horizontal) component with horizontal anisotropy. In most
cases the horizontal anisotropy is ignored and the permeability combination is just that of
vertical and radial permeability. The thickness corresponds to the producing well contributing
length. The level of the horizontal derivative, or the slope of the semilog straight-line, is
therefore:

(kh)early = hw\/m

e
A
T
Ty
v

Fig. 6.G.2 — Main flow regimes: Pseudo-radial, linear flow and radial

If the vertical permeability is relatively large, the geometrical skin will be negative and the
second flow regime is linear flow between the upper and lower boundaries. The Bourdet
derivatives will follow a 1/2-unit slope.

h 2
kh). —=k|-%
( )Ilnear r( 2 )

When the vertical permeability is small the geometrical skin becomes positive and the behavior
of the second flow regime will be similar to that observed in limited entry wells.

The final flow regime is radial flow equivalent to that in a vertical well, with the second
derivative stabilization representing the usual kh if the reservoir is considered isotropic.

(kh)late = krh
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6.G.3 Loglog analysis

The below figure illustrates a typical horizontal well behavior of a real horizontal well. Despite
the changing wellbore storage at early time the ‘early radial flow’ is developed before linear
flow sets in.
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Fig. 6.G.3 - Horizontal well behavior

Looking end-on into a horizontal well is equivalent to looking down a vertical well. The first
flow regime after storage in a vertical well is radial flow, and in a horizontal well the same
applies. However due to the anisotropy the flow around the wellbore is not circular, but
elliptical, as the diffusion will typically propagate more slowly in the vertical direction. Had the
reservoir been totally isotropic in all directions then the diffusion around the horizontal well
would be perfectly radial.

Once the diffusion has reached the upper and lower boundaries the flow becomes linear (if the
geometrical skin is negative), equivalent to the parallel faults geometry in a vertical well but
because of the finite length of the horizontal wellbore it cannot stay linear forever. Eventually
the diffusion has reached sufficiently far from the wellbore that the dimensions of the
horizontal section become irrelevant, and the flow again becomes radial, equivalent to radial
flow in a vertical well.

6.G.4 Sensitivity to different parameters
6.G.4.a Contributing horizontal section, h,, and position

In a reservoir with no gas cap or aquifer, the well would typically be positioned as centrally as
possible between the upper and lower boundaries, in which case the boundaries would be seen
simultaneously and there would be a clean transition from radial to linear flow. The following
figure illustrates the behavior with variable contributing horizontal sections (hy,),there is no
wellbore storage.
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Fig. 6.G.4 — Horizontal well loglog response, variable horizontal drains

If the well is closer to one or the other boundary, there will first be a doubling of the
derivative, as if seeing a fault in a vertical well, before the second boundary brings on the
linear flow. The following figure illustrates this.
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Fig. 6.G.5 - Horizontal well loglog response, variable well placements, zw

If the upper or lower boundary is a gas cap or an aquifer, the well will probably be positioned
close to the other sealing boundary. In that case there will again be a doubling of the
derivative, similar to the ‘fault’ response in a vertical well, followed by a constant pressure
response. In each case the doubling of the derivative will not always be fully developed before
the arrival of the next flow regime, be it linear flow or a constant pressure boundary.
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6.G.4.b Sensitivity to the anisotropy

Further, below, we are illustrating the behavior for a horizontal well with a variable k,/k.
When the permeability contrast increase, the shape of the Bourdet derivative looses the classic
‘finger print’ of the horizontal well. The shape of the derivative approaches that of a partial
penetrating well.
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Fig. 6.G.6 - Horizontal well loglog response, variable vertical anisotropy

6.G.5 Adding wellbore storage

Wellbore storage will very quickly mask the ‘early time radial flow’. Significant wellbore storage
will also mask the half unit slope straight line of the linear flow. Both factors increase
considerable the challenge facing the interpretation engineer since experience has shown that
it is common not to develop infinite acting radial flow in the reservoir. Without any
recognizable clear flow regimes to deal with, the task is certainly compounded and a consistent
analysis can only be achieved if the reliability of the ‘known’ data is high. Refer to the following
figure that shows the behavior with different wellbore storage constants.
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Fig. 6.G.7 - Sensitivity to wellbore storage
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6.G.6 Skin effect

When the contrast between horizontal and vertical permeability (anisotropy) is small the
geometry of a horizontal well will induce a negative skin components that reflects directly why
we would want to drill horizontal wells in the first place. The mechanical skin Sy is the
difference of the total skin St and the geometrical skin Sg.

A variety of correlations has been presented in the literature to estimate the geometrical skin.
In Saphir the geometrical skin is determined by the difference between the model and the
model for a fully penetrating vertical well with no skin damage.

ST :(SM +SG)

The infinitesimal skin Sy is constant at the wellbore; however several references can be used
to normalize the different skins.

If the skin is referred to the horizontal contributing length then:

h
Sp =Sy + S

w

h [k
ST :E ESM +SG

The figure below illustrates the influence of the skin on the behavior of the pressure change
and the Bourdet derivative. There is no effect on the derivative as long as the skin is 0 or
positive. If the skin Sy becomes negative then both the pressure change and the derivative will
mask the early time radial flow and the shape at will approach the behavior of the fractured
well.

And including the anisotropy:
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Fig. 6.G.8 — Horizontal well, sensitivity to skin
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6.H More on horizontal wells

6.H.1 The flow regimes and incomplete data

During a test we should be able to easily identify the main flow regimes during the period that
is being analyzed. Unfortunately this is the theory and ‘real life’ is not so accommodating. In
fact it is rare to see a real test that exhibit the ‘late time’ or reservoir radial flow. The ‘early’
radial flow is often masked by wellbore storage and unfortunately too often by phase
segregation in the wellbore. The well maybe close to an unidentified upper or lower boundary
so what may look like ‘early’ radial flow is in fact just a boundary response. The reservoir is by
most accounts not homogeneous so in addition, the analysis is complicated by having to use
reservoir models with additional parameters to describe the heterogeneities.

In addition we know that most ‘horizontal’ wells are not horizontal at all and in almost all real
cases they cut through various dipping layers.

The analysis of a horizontal well response is a challenge indeed.

Unfortunately there is not much we can do to produce miracles. The challenge is to recognize
that a flow regime has been masked by another and if not, make the right diagnostics.

When a flow regime is missing in the response we have to rely on the ‘known’ parameters that
were discussed in a previous chapter of this document. And, we are in luck, Saphir has some
tools that are very useful and can help us produce a complete analysis with confidence even if
the data recorded is incomplete.

6.H.1.a Early time radial flow

Let’'s say we have recorded a buildup in a horizontal well, but the test was stopped in the
middle of the linear flow period, see the below figure.
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Fig. 6.H.1 - Loglog plot of incomplete data

Further, if we assume that seismic and log data is complete and that we have already good
knowledge of expected horizontal contribution (h,), vertical drainage (h) and the ratio of
anisotropy, the below outlines a procedure that will help in the analysis of incomplete data.
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The semilog plot will give:

(kh/v)early = hW\/ kv-kr 21626qB—'u

semilog
h [k
and the skin: S :SM_ _r
Kokehy, MK
vV'irw
with: h=h,,

We can also trace the ‘early time radial flow’ line on the loglog plot to determine
(khN)earIy = hw‘\lk\,-kh ’ and SM directly.

‘Knowing’ h,, and k,/k. we estimate quickly what k. should be if the ‘known’ parameters are
right. We also ‘know’ the pressure match: PM =1.151k h/162.60Bx and can quickly place the

infinite acting radial flow line on the right level on the loglog plot.

IARF
1000
100
* Early ‘radial flow’
10 ,110

Fig. 6.H.2 — Loglog plot with ‘early time’ line and pressure match

6.H.1.b Linear flow

A plot of the pressure change versus +At will return the length of the contributing drain (hy)
if k= k. and h=h. The special ‘Channel’ line in the loglog plot will also return this parameter.

h, ) B’
kh[?wj =16.52[q—] L, m is the slope of the straight line in the pressure versus \/Kt plot.

mh ) @c,

If we match the IARF line with the ‘early time’ radial flow and we replace the value of h with h,,
the line in the square root plot and the specialized line, *Channel’ in the loglog plot, will return

k
the vertical net drained, h as follows: h = (L +L,)voqei| |

k

r
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This gives us a double check that our approach is consistent despite the missing data. The
below plots illustrates the square root plot and the ‘Channel’ special line in the loglog plot.

1 3
LY
4900_ "ﬁ“h
] qB U
1 =8.133
4880_ " h(Ly+ L)\ \/k .k, Dc,
4860]
4840]
4820] .
0 05 1 15 2 25 3 35 4 45
Fig. 6.H.3 — Square root plot
1000
100
,*', ‘Channel line’
S a
10
1E-4 1E-3 0.01 0.1 1 10

Fig. 6.H.4 — Loglog 'Channel’ line

Finally we have enough information to be able to generate the model with the appropriate
‘known’ and ‘unknow’ parameters. The model match is illustrated below.

1000 ’“’: _____ /

100

10§

1E4 1E3 001 04 1 10 100
Fig. 6.H.5 - Final model match
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In addition we can use a ‘poly’ line to set the level of ‘early’ radial flow, the linear and the ‘late’
radial flow. Just using the input of the ‘known’ parameter and transferring the ‘poly’ line
results to the model we see that the results from the line gives a model very close to the data.
A quick ‘improve’ of the leading parameters of the model will give us a perfect match with very
reasonable results, see the figures below.

1000 | 1000 ——
100 2 w \ 00
. [} ‘Poly line’ /%’&
o s Model with
10 10 estimations from
‘poly’ line
1E-4 11i5-3 l 6.01 “10‘-1 — 1 “|0 - ‘100 1E-4 1E-3 0.01 01 1 10 100
Fig. 6.H.6 - Loglog plot with ‘poly’ line Fig. 6.H.7 - Loglog plot with model

from ‘poly’ line

1000

100

Model match
after
regression

10

1E-4 1E-3 0.01 0.1 1 10

Fig. 6.H.8 — Loglog plot with model after regression

6.H.2 Horizontal anisotropy

The figure below illustrates the horizontal well behavior where the reservoir is anisotropic,
vertically k,/k. = 0.01 (constant) and horizontally ki/k,, k¢ is along the well and k, is
perpendicular to k,. It shows clearly that the most efficient horizontal well crosses
perpendicularly to the high permeability direction.

1000
/,..—--—" ___.—-/
100E_____=TC —_— =t _ Il ____[-—_____ _
e ——
10 kx/ky=10 ~ §
kx/ky = 0.1
kx/ky = 1
1E-4 1E-3 0.01 0.1 1 10 100

Fig. 6.H.9 — Horizontal well loglog response, variable horizontal anisotropy
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6.H.3 Fractured horizontal well

When facing the challenge of producing very low permeability reservoirs (for example shale
gas reservoirs), the completion type of choice is usually the fractured horizontal well in order
to maximize productivity and increase the drainage area, as extremely low mobility is limiting
significantly the extent of drainable volume further from the well. Consequently, this model is
well adapted to unconventional gas analysis and production forecasting.

For those interested in the particular problem of production analysis in unconventional gas
reservoir, it is further developed in the KAPPA shale gas papers: The Analysis of Dynamic Data
in Shale Gas Reservoirs — Part 1 and Part 2 (OH et al.).

In a tight matrix environment, the production from the interface drain - reservoir is negligible
compared to the multiple fractures contribution. Consequently, the productivity index will be
less sensitive to the drain damage than to the fracture quality. This will be illustrated below.

Fig. 6.H.10 - Fractured horizontal well

After the effects of wellbore storage, linear or bilinear flow behavior develops due to the
fractures (1/2 or 1/4 unit slopes or both), then the response may correspond to radial flow in
the vertical plane orthogonal to the horizontal borehole, with an anisotropic permeability

k =k/k, , this flow regime is usually always masked by the fracture influence.

As the top and bottom boundaries are sealing, the response shows the behavior of a vertical
well between two parallel sealing faults and the derivative should follow a positive half unit
slope during this linear flow, however there is no easy way to determine if the half slope is
caused by the fractures or the horizontal wellbore between the upper and lower boundary.

At later time stabilization in the derivative is observed corresponding to infinite acting radial
flow (IARF) in the horizontal plane relative to kh.

6.H.3.a Sensitivity

The below figure illustrates the behavior with various well configurations, flow through the
fracture only, through the drain only and through both. It shows clearly that the contribution
of the drain is negligible.
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Fig. 6.H.11 - Flow through fractures, drain or both

The horizontal well behavior is totally dominated by the presence of the fractures, the typical
shape of the horizontal well disappears and is replaced by the dominant behavior of the low
conductivity fractures with the characteristic shape of bi-linear (4 slope) and linear (2 slope)
flow. The rules discussed in the previous section will no longer apply.

The Horizontal fractured wells behavior is therefore dominated by the fracture quality, fracture
half length, conductivity and number. The spacing also plays an important role in the behavior
as seen in the following figure that show the influence of the length of the horizontal drain with
equal number of identical fractures. The shorter the drain, with the equal number of fractures,
the steeper the transition from bi-linear to infinite acting radial flow becomes and the less the
overall shape resembles that of a horizontal well.

1000 /;‘-;’;
S N i
100§ —

\ hw =1000 ft
hw =500 ft

10
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Fig. 6.H.12 - Equal number of identical fracture, sensitivity to horizontal drain length
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The figure below illustrates the influence of the half length of the fractures. In this case there
are four fractures at equal spacing. When the half fracture length is small it is possible to
observe the classical ‘early time’ radial flow of the horizontal well behavior. This is however the

rare occasion when we deal with multiple fractured horizontal wells.

1000

Transition from fracture % slope to
horizontal well 'z slope
(‘Early time’ radial flow)

100

10}

\
M4x10ft
N 4 x 100 ft

N 4 x 500 ft

1E3

T0.01

01 1

10

Fig. 6.H.13 - Influence of half fracture length

6.H.3.b Adding wellbore storage

The wellbore storage effect will mask the fracture flow regime, see the following figure.

1000¢
No storage
Y slope
100§
10¢
i z ><“C=1stb.’psi
\ C = 0.1 stb/psi
C = 0.01 stb/psi
1E-3 0.01 0.1 1 10 100

Fig. 6.H.14 - Influence of wellbore storage
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6.H.3.c Skin

When a situation with multiple fractures in a horizontal well is facing us we are invariably up
against low or ‘no’ permeable rock. In most cases we are dealing with ‘unconventional gas’'.
Thus the damage of the actual well(bore) becomes a non issue.

The skin will not influence the derivative, thus we will retain the diagnostic tool, and be able to
recognize the flow regimes present in the signal when no other influence is present, such as
high or changing wellbore storage and phase segregation.

The figure below illustrates the multiple fracture model with the influence of skin.

1000¢
100§ .
10§
Derivative N S$=10
1E-3 0.01 0.1 1 10 100

Fig. 6.H.15 - Skin influence

6.H.4 Field examples

Below we are illustrating two model matches with real data. The first well has a near textbook
behavior of a horizontal well with changing wellbore storage at early time.

The second well is in an area where the vertical permeability is very low. This gives rise to the
typical but unorthodox behavior of a horizontal well with positive geometrical skin.

100f . 100

10 D/( 10
1E-3 0.01 0.1 1 10 1E-3 0.01 0.1 1 10
Fig. 6.H.16 - Horizontal well: Fig. 6.H.17 - Horizontal well:

Negative geometrical skin Positive geometrical skin
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6.1 Slanted wells

As with horizontal wells, slanted wells are designed to increases productivity by maximizing
reservoir contact. In fact the horizontal well is just a subset of the generalized slanted well
solution.

We have seen in low vertical permeability formations that horizontal wells are not very
efficient.

An answer to this problem is the slanted well which maximizes the communication length with
the formation while crossing it totally. Even zero vertical permeability formations are
connected to the well over the complete thickness.

Generating analytical solutions to simulate and study such wells is quite easy. The challenge is
to select the adequate model and to define the various corresponding parameters.

Common questions are: “my well is deviated, do I have to consider it as a slanted well?” or
“my well is sub-horizontal, do I analyze it as a horizontal or slanted well?”, and then the series
of questions: “Which thickness do I use if my formation is not horizontal, do I use the
measured depth or the true vertical depth?” In addition the slanted well can either be fully
penetrating or with a selected interval perforated or open to flow. The well will invariably cross
different layers so this will also have to be considered in the solutions.

Fig. 6.1.1 - General slanted well

The answer to these questions is simple after understanding that we do not analyze the
formation geometry but the pressure behavior, therefore the parameters or the criteria we use
are the parameters influencing this behavior. The selection of the model is imposed by the
shape of the pressure curve, not by the geometries.

Of course, the diagnostic will not tell you if the well is vertical, slanted or horizontal, you are
already aware of that (hopefully). It will tell you how it behaves and how it has to be treated.

The following sections illustrates the typical sequences of flow regimes and pressure behaviors
that characterize the different well types.

Analytical solutions respect certain assumptions such as the negligible effect of gravity on fluid
flow. This means that the analytical slanted well model describes the cases of slanted wells in
a horizontal formation, or if you want, a vertical, slanted or a horizontal well in a slanted
multilayer formation. The parameter to consider is the angle between the well and the main
flow direction.
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Initially the impact of this geometry description is on h and h:

e h is the net drained thickness, perpendicular to the flow direction (not systematically TVD
or MD).

e hy is the contributing producing well length.

6.I.1 Behavior

There are, like in the horizontal well, some main flow regimes that can develop. If the angle
with the vertical is large, the well is approaching a horizontal well. The dip of the layer is such
that the well follows the formation stratigraphically, then the equivalent behavior will be that
of a horizontal well and three distinct flow regimes may develop.

‘Early time’ radial flow in the plane normal to the well, this regime is usually masked when the
slant is such that the well is close to a vertical well. Wellbore storage will also in most cases
mask this behavior.

Linear flow between an upper and lower boundary if the well angle approaches the horizontal.
Reservoir radial flow if the test is long enough.

The below figure illustrates the loglog behavior of a real slanted well where all the main flow
regimes have developed.

L Slarft 80° e
L Fully pepetrating +7

1000}

100§

10

1 Wellbore ‘Early time’ Linear ‘Late time’

[ storage radial flow flow Radial flow
1E4 1E3 001 01 1 10 100

Fig. 6.1.2 - Slanted well response

6.1.2 Sensitivity to different parameters

To illustrate the response of the slanted well various models were generated with various
scenarios. None of the scenarios are intended to reflect a real well but are run to see the
response to various situations of some interest. The comparison to the horizontal well
response is shown in various settings.

The below figure illustrates the response of a fixed contributing length of a fully penetrating
vertical well, the same penetration at an angle of 45 degrees and the equivalent horizontal
well response. One can easily see that the horizontal well with the same penetration length as
the vertical well is a poorer well due to the anisotropy.
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Fig. 6.1.3 - Slanted well fixed penetration

The next figure illustrates the behavior when the well is fully penetrating from top to bottom
boundaries with various inclination angles. The reservoir in this case is isotropic. It is possible
to observe the phenomenon caused by the end effects; flow at the extremities of each of the

slanted wells, as well as the ‘early time’ radial flow h,/k.k, equivalent to the response in a

pure horizontal well.
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Fig. 6.1.4 - Slanted well variable penetration
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The following is a comparison of a horizontal well in a highly anisotropic rock with various
slanted wells, all with the same contributing length. It can be seen that crossing the reservoir
with a well at an angle is advantageous because of the anisotropy.

‘ I

/’ k,/k, = 0.01
P4
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1000¢ P "
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[ /—’,"‘—-—_—_t 80°
4//_——_' GOO ]
100 =" - — 45°

/, ‘Q

10 =>4 \

1E-3 0.01 0.1 1 10 100
Fig. 6.1.5 - Slanted well, high permeability contrast

As the permeability contrast increases the efficiency of the well decreases. The figure below
shows a slanted well with increasing permeability contrast.
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Fig. 6.1.6 - Slanted well, increasing permeability contrast
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Finally we show a limited entry well with various inclinations, due to the anisotropy the vertical
well is the best choice. Spherical flow develops in all the wells, and lasts longer as the
inclination approaches the horizontal well.

4 I

P k./k, = 0.001
’/ h, =10ft
I,,
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60°
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1000}
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/ slope

100}

Fig. 6.1.7 - Limited entry well

6.I.3 Adding wellbore storage

Wellbore storage will affect the early time data and mask any ‘early time’ radial flow and the
characteristic end effects of the slanted well. See the below figure.
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Fig. 6.1.8 - Wellbore storage influence
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6.I.4 Skin

The skin has no effect on the derivative so none of the features (shapes) particular to the
slanted well is lost. This is of course in practice not true as most wells will also be influenced
by wellbore storage, and worse still changing wellbore storage and/or phase segregation in the
wellbore.

Nevertheless, below is illustrated the effect of skin only on the slanted well.
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No skin, no storage s=1 } derivative
85° fully penetrating §=5
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Fig. 6.1.9 - Influence of skin

6.I.5 Slanted well multilayer

6.1.5.a

The model simulates the behavior of a slanted well crossing multiple layers. The layers are
strictly horizontal; however the model can easily predict the behavior of horizontal wells

Hypothesis

crossing slightly dipping layers.
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Lambda, k,/k,

Fig.

6.1.10 - Slanted well multilayered




Dynamic Data Analysis - v4.12.03 - © KAPPA 1988-2012 Chapter 6 - Well models - p225/558

The individual layer parameters are defined by a fraction of the total thickness h,.the
permeability thickness product, kh and the storativity, ®c;h. The anisotropy is also specified for
each layer.

The interlayer crossflow is determined by the Lambda value, which can be automatically
calculated.

Thus the model caters for layers with or without crossflow.

6.I.5.b Behavior

The following figure illustrates the classical behavior of the double permeability response but
using this model (see the chapter on ‘Reservoir models’). The fully penetrating slanted well
model at 80° is compared to the vertical well. The longer slanted well is of course the best
producer. The reservoir is isotropic.

S h =30 ft
’ ky/k, = 1

1000} -

100}
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slanted 80° vertical well
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Fig. 6.1.11 - Slanted well, two layers with cross flow

The following figure illustrates the response of a three layered reservoir; the well is fully
penetrating, vertical and slanted at 80°. The reservoir is isotropic. The double feature of the
transition due to unequal heterogeneity parameters in the different layers can easily be seen in
the fully penetrating vertical well. This is masked with the slanted well fully penetrating at 80°.
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Fig. 6.1.12 — Slanted well, three layers, cross flow

The following figure show the responses with a horizontal well placed in a high permeably layer
communicating with a low permeability layer and the well placed in the low permeability layer

communicating with the high permeability layer. It is evident that placing the well in the high
permeability layer is an advantage to the short term production.
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Fig. 6.1.13 — Well placement
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We know that in general the horizontal wells are not strictly horizontal and in real life
invariably the wells will cut through various layers on its way through the reservoir. This is just
a fact of life and a problem the interpretation engineer is faced with constantly. Very often he
will find to his dismay that the interpreted horizontal contributing length is much shorter than
what had been predicted and even measured by production logging and that the anisotropy
does not make any sense at all.

This could very well be caused by the fact that the well is in fact cutting through distinct layers
and cannot be analyzed as if the horizontal well drained one single homogeneous medium.

To illustrate this we have generated the slanted well model traversing various no
communicating layers. It can be easily seen from the below figure that if the response from
several layers is interpreted using the classical horizontal well model draining one single layer,
the interpreted contributing length (h,) would be too small, and the anisotropy would probably
show a vertical permeability larger than the horizontal.
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Fig. 6.1.14 - Influence number of layers
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6.] Multilateral wells

6.J.1 Hypothesis

Ending point
4, Starting point

Fig. 6.J.1 — Multilateral schematic

Another answer to the quest for better productivity and sweep are the multilateral maximum
reservoir contact wells. They consist of multiple drain holes, each drain can be aimed at a
specific layer. For this purpose the drain holes may be drilled at different elevations and
directions.

This is the production engineer’s dream and the reservoir engineer’s nightmare. If ‘smart well
completions’ have not been installed only total well pressure is available, reflecting the
‘average’ behavior of all the drains/layers. The determination of the individual layer and drain
characteristics is therefore impossible through a single information source.
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6.]J.2 Behavior

Specific cases may allow analysis and the diagnostic of well-known behaviors. As an example;
the pressure behavior of two lateral drains at 180° is similar to the behavior of a horizontal
well of length equal to the sum of the two drains. The classical sequence (see horizontal wells)
can be observed: infinite acting radial flow in the vertical plane, linear flow then, at late time
horizontal radial flow.

The below figure illustrates the response of three different multilateral configurations.
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Fig. 6.].2 — Multilateral well responses

In fact, the analytical model for multilateral wells simulates perfectly the sum of each drain
behavior, but it does not permit a diagnostics that could be useful to understand detailed drain
properties.

Testing lateral drains individually would permit the determination of individual drain properties.
Aggregating this discrete information to simulate the global behavior is one possible approach.
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7 — Reservoir models
OH - OSF - DV

KAPPA

7.A Introduction

In Pressure Transient Analysis (PTA), reservoir features are generally detected after wellbore
effects and well behavior have ceased and before boundary effects are detected. This is what
we might call an intermediate time response. In Production Analysis (PA), reservoir behavior
will be detected when a change in the production sequence is clear enough to produce
transients before Pseudo-Steady State is reached. So for the production analyst, reservoir
behavior will relatively be an early time effect that may or may not be seen.

The main parameter we are looking for is the mobility of the fluid in the reservoir, k/u. When
there is a doubt about the effective reservoir thickness, the parameter calculated is kh/p.
When the fluid viscosity is known and assumed to be constant we can calculate the
permeability-thickness product kh. Whatever the variant, and whether we are performing
pressure transient or production analysis, this result will be quantified by the pressure match
on the loglog (both PTA and PA) and Blasingame (PA) plots. This result will be common to all
models described below, whether they are homogeneous or heterogeneous.

In PTA, some well configurations will allow reservoir characterization even at the early time of
the pressure response. Early time behavior of limited entry wells will be a function of an
equivalent spherical permeability that in turn will depend on the reservoir vertical anisotropy.
Also the early time response of a horizontal well will involve an X-Z permeability which in turn
also depends on the reservoir horizontal anisotropy. Fractured well early time behavior will
depend on both fracture length and conductivity and so on.

The second factor will be the reservoir storativity ¢cch. Generally this parameter will be an
input, but in the case of an interference test this will be a result of the interpretation process,
generally giving the porosity and assuming the other two factors as ‘known’.

Finally, one will want to characterize the reservoir heterogeneities by using and matching
heterogeneous models. Such heterogeneities can be local, for example the double-porosity
case, vertical as in layered reservoirs, or areal, in the case of composite systems and any
combination of these. It is possible to input heterogeneities such as porosity, permeability and
thickness maps into a numerical model, or generate and upscale a geostatistical model. In this
case, quantifying the heterogeneities will be useful to correct our assessment of the long term
reservoir potential.
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7.B  Homogeneous reservoir

The homogeneous reservoir is the simplest possible model assuming everywhere the same
porosity, permeability and thickness. The permeability is assumed isotropic. That is, the same
in all directions.

The governing parameters are:

kh Permeability-thickness product, given by the pressure match.

octh Reservoir storativity, input at the initialization of a standard test or as a result in
interference tests.

) Skin

At early time the pressure response is dominated by the well models described in the chapter
on ‘Well models’, the most common early time responses are thus:

Wellbore storage, linear flow (high conductivity fracture), bilinear flow (low conductivity
fracture), spherical flow, horizontal well (linearity after early time radial flow). These regimes
are coupled with a hump caused by the storativity and the skin.

In addition we have the line source well with no skin or wellbore storage used for the analysis
of interference tests.

In fact, the reservoir response in a homogenous reservoir is simply the linearization of the
pressure with respect to the logarithm of time, infinite acting radial flow (IARF) is established
and the Bourdet derivative stabilizes and is flat at a level related to the permeability.

The below figure shows a schoolbook example of the response of a wellbore storage and skin
homogeneous model in an infinite reservoir. If this was a common behavior the task of the PTA
engineer would have been easy indeed.
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Fig. 7.B.1 - Schoolbook response
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The below figures illustrates the various homogenous behaviors on a loglog plot commonly
seen in pressure transient analysis. The line source solution is also shown.
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Fig. 7.B.2 - Homogeneous loglog plots Fig. 7.B.3 - Line source

And following we illustrate the semilog behavior of wellbore storage and skin in a
homogeneous reservoir.
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Fig. 7.B.4 — Homogeneous semilog plot
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7.B.1 Homogeneous Sensitivity to parameters
7.B.1.a Skin
Below is shown the response with a variable skin. Values for skin are -3, 0, 2, 5 and 10.

Storage: Skin does not change the position of the early time unit slope (pure wellbore storage)
but affects the amplitude of the hump. A larger skin will produce a larger hump, hence
delaying the time at which Infinite Acting Radial Flow is reached.

IARF: Once IARF is reached, the skin has no effect on the vertical position of the derivative,
but has a cumulative effect on the amplitude of the pressure.

PSS: Skin does not have an effect on the time at which PSS is reached or on the derivative
response at the end. However the cumulative effect on the pressure remains and all responses
‘bend’ and remain parallel when PSS is reached (see history plot below).
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Fig. 7.B.5 - Effect of skin, loglog plot
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Fig. 7.B.6 — Effect of skin, semilog and history plot
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7.B.1.b Permeability

The figure below presents the response with a variable permeability. Values for k are 2, 5, 10,
20 and 50 mD.

Storage and IARF: The derivative responses have the same shape but they are translated
along the wellbore storage line of unit slope. When the permeability is higher, the reservoir
reacts faster and deviates earlier from pure wellbore storage. The level of stabilization of the
derivative, i.e. the slope of the semilog plot, is inversely proportional to k. For this reason the
responses diverge on the semilog plot, the different slopes being inversely proportional to k.

PSS: At late time all derivative signals merge to a single unit slope. This is linked to the fact
that permeability has no effect on the material balance equation.
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Fig. 7.B.7 - Influence of the reservoir permeability, loglog plot
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Fig. 7.B.8 — Influence of the reservoir permeability, semilog and history plot
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7.B.1.c Wellbore radius

The response with varying wellbore radius is illustrated below. Values af r,, are 0.1, 0.3, 1 and
3 ft.

The effect of a change in the wellbore radius is strictly the same as the consequence of a skin
change: Early time amplitude of the derivative hump, no middle time and late time effect on
the derivative, but a shift in the pressure that stays constant once wellbore storage effects are
over. The equivalence between wellbore radius and skin is hardly a surprise, as skin can also
be defined with respect to an equivalent wellbore radius. The well response is in fact a function
of the equivalent wellbore radius rye = ry.e K",
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Fig. 7.B.9 - Effect of wellbore radius r,, loglog plot
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Fig. 7.B.10 - Effect of wellbore radius r,, semilog and history plot
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7.B.1.d Porosity

The figure below presents the response by varying the porosity. Values for ¢ are 3%, 10% and
30%.

Storage and IARF: Porosity behaves like the skin or the well radius. A smaller porosity
produces a higher hump on the derivative but does not change the derivative IARF level. The
equivalence between porosity and skin is used in two different areas. In Interference tests the
Skin has a marginal influence, and the pressure amplitude is used to assess the porosity.

Hydrogeology: Hydrogeology will assess a value of skin (generally zero) and use the absolute
value of the pressure change to assess the Storativity S, i.e. the porosity.

For a given reservoir size, the time for PSS is proportional to ¢. Underestimating the porosity
by 10% will provide an overestimation of the reservoir bulk volume of 10%, and therefore an
overestimation of the boundary distance. The total pore volume will remain correct.
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Fig. 7.B.11 — Effect of the reservoir porosity, loglog plot
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Fig. 7.B.12 - Effect of the reservoir porosity, semilog and history plot
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7.B.1.e Total compressibility

Illustrated below is the response computed by varying the total compressibility. Values for c,
are 3.e-6, 1.e-5 and 3.e-5 psi-1. The sensitivities at Early Time (Storage), Middle time (IARF)
and late time (PSS) are strictly the same as for the porosity: A smaller compressibility
produces a higher hump of the early time derivative. Compressibility does not affect the
derivative level when IARF is reached but has a cumulative effect on the pressure. At late time,
compressibility affects the time at which the boundary is detected and the material balance
equation. As for porosity, under-estimating c; by 10% will provide an over-estimation of the
reservoir size by 10%, and therefore an over-estimation of the boundary distance. In fact, on
all parts of the response, the influence of porosity and compressibility will be a function of their
product ¢.c.
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1000} =
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Fig. 7.B.13 - Effect of total compressibility, loglog plot
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Fig. 7.B.14 - Effect of the total compressibility, semilog and history plot
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7.B.1.f Viscosity

The next figure illustrates the response with variable fluid viscosity. Values for u are 0.2, 0.5,
1, 2 and 5 cp. If we compare the response with the Fig. 2.H.8 illustrating the effect of a
permeability change (above), we see that the sensitivity to viscosity is exactly opposite to the
sensitivity to permeability. At early time (Storage) and middle time (IARF), the derivative
responses have the same shape but translated along the wellbore storage line of unit slope.
When the viscosity is lower, the reservoir reacts faster and deviates earlier from pure wellbore
storage. The levels of stabilization of the derivative and the semilog slopes are proportional to
u. At late time all derivative signals merge to a single unit slope. In other words, the sensitivity
on 1/u is the same as the sensitivity to k on all parts of the response. This means that we have
another governing group with k/u, also called the mobility.
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1000}
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Fig. 7.B.15 — Effect of the fluid viscosity, loglog plot

|
4000° a
30007 N
2000 \\\ p=0.2cp
1000° \ n=0.5cp
07 \ p=1 cp

-5 % p=2 cp —

z p=5 cp
500

0 200 400 600 800 100012001400160018002000

Fig. 7.B.16 - Effect of the fluid viscosity, semilog and history plot
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7.B.1.g Thickness

Illustrated below is the response computed with a varying net drained thickness. Values for h
are 20, 50, 100, 200 and 500 ft.

Storage and IARF: Changing the thickness has a similar effect to changing the permeability
and an effect opposite to changing the viscosity. In other words, the governing group that
defines the early time response, apart from wellbore storage and skin, is kh/p.

PSS: Unlike permeability and viscosity, the reservoir thickness also has an effect on the late
time material balance calculation. Also, the time at which the derivative deviates from IARF
towards PSS does not change, and therefore the influence of the thickness on the position of
the PSS straight line is similar to the sensitivity to the reservoir porosity or the compressibility.
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Fig. 7.B.17 — Effect of the reservoir thickness, loglog plot
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Fig. 7.B.18 - Effect of the reservoir thickness, semilog and history plot
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7.B.1.h ... and how about rates?

We are not referring to superposition effects, but to the plain value of the rate, i.e. the effect
of a systematic error on the rate values and/or the formation volume factor B.

Fig. 2.H.22 figure below illustrates the response with a variable rate for each simulation.
Values for q.B are 600, 800, 1000, 1200 and 1400 rb/d.

The result of varying q.B corresponds to a straight multiplication of the pressure change from
pi. The loglog response is shifted vertically, and the semilog and history plots are vertically
compressed or expanded, the fixed point being the initial pressure.
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Fig. 7.B.19 — Effect of the rate- q.B, loglog plot
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Fig. 7.B.20 - Effect of the rate- q.B, semilog and history plot
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7.C Double-porosity reservoir
7.C.1 Hypothesis

The double-porosity (20) models assume that the reservoir is not homogeneous, but made up
of rock matrix blocks with high storativity and low permeability. The well is connected by
natural fissures of low storativity and high permeability. The matrix blocks cannot flow to the
well directly, so even though most of the hydrocarbon is stored in the matrix blocks it has to
enter the fissure system in order to be produced.

The double-porosity model is described by two other variables in addition to the parameters
defining the homogeneous model: o is the storativity ratio, and is essentially the fraction of
fluids stored in the fissure system (e.g. ®=0.05 means 5%).

(Vec,),

, storativit tio: -
o, storativity ratio @ (Vaoc, ) +(Vac,),

A is the interporosity flow coefficient that characterizes the ability of the matrix blocks to flow
into the fissure system. It is dominated by the matrix/fissures permeability contrast, k./ks.

A, the interporosity flow parameter: A=ar, —

When the well is first put on production, after any well dominated behavior, the first flow
regime to develop is the fissure system radial flow, i.e. the fissure system is producing as if
this system was there alone, and there is no change in the pressure inside the matrix blocks.

This first flow regime is typically over very quickly, and is frequently masked by wellbore
storage. If not, it will develop as an IARF response and the pressure derivative will stabilize
horizontally.

Once the fissure system has started to produce, a pressure differential is established between
the matrix blocks and the fissures. The matrix is still at initial pressure p;, and the fissure
system has a pressure pys at the wellbore, the matrix blocks then start to produce into the
fissure system, effectively providing pressure support, and the drawdown briefly slows down as
this extra energy tends to stabilize the pressure, thus a transitional dip in the derivative is
Created.

The total system radial flow (IARF) is established when any pressure differential between the
matrix blocks and the fissure system is no longer significant, and the equivalent homogeneous
radial flow response is observed. A second IARF stabilization in the pressure derivative is
therefore developed after the transitional dip, called by some the derivative valley. According
to the mathematics, this takes place when the pressure inside the matrix blocks is the same as
in the fissure system however; this can never be true at all points in the reservoir, as there
would be no production into the fissure system.



Dynamic Data Analysis - v4.12.03 - © KAPPA 1988-2012 Chapter 7 - Reservoir models - p243/558

<= <
Lol | | ' ! || L] [ | I 1L
—— > "oy — 5 — r ==
| ' x
matrik |blocks : . : M
L) L
r [\ . . 3 L I
. .
[ ¢ » ' 2 o
' % ‘.
L} / L}
— — " : fissure system J —5 \s—p —> ! : T q—'! = -
0 : 0 :
[ e
.S ;S
== : - —> +— « — €« —
[ | || o " || | [ | || || | I
Fig. 7.C.1 - Fissure system production Fig. 7.C.2 - Total system production

7.C.2 Loglog behavior
Pseudo-Steady State (PSS) interporosity flow

In this case it is assumed that the pressure distribution in the matrix blocks is uniform, i.e.
there is no pressure drop inside the matrix blocks. A physical explanation for this might be that
the matrix blocks are small, so that any pressure drop inside them is insignificant compared to
the pressure diffusion in the reservoir away from the wellbore. The entire pressure drop takes
place at the surface of the blocks as a discontinuity, and the resulting pressure response gives
a sharp dip during the transition.

. [ P

Fig. 7.C.3 - Pressure cross section

A real buildup from a double porosity reservoir is illustrated below.
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Fig. 7.C.4 — Double porosity loglog plot, PSS
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o is the fraction of interconnected pore volume occupied by the fissures. It determines the
depth of the dip. For small o values, corresponding to a very high proportion of the
hydrocarbon stored in the matrix system, the support during the transition is substantial, and
the dip is deeper and longer. The figure below illustrates the influence of the value of .
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Fig. 7.C.5 - Influence of o

A describes the ability of the matrix to flow to the fissures, and is a function of the matrix block
size and permeability. It determines the time of start of transition and controls the speed at
which the matrix will react, therefore the total time of the transition. For a high &, the matrix
permeability is comparatively high, so it will start to give up its fluid almost as soon as the
fissure system starts to produce. Conversely a low L means a very tight matrix, and more
drawdown will have to be established in the fissured system before the matrix blocks will
appreciably give up any fluid, and the transition starts later? This is illustrated in the following
figure.
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Transient interporosity flow

This model assumes that there is a pressure gradient and therefore diffusivity, within the
matrix blocks. If the pressure profile inside the blocks is significant, then the shape of the
blocks has to be taken into consideration, and for this reason there are 2 models available,
each corresponding to different matrix block geometries.

Matrix blocks

s TR |[PSE| aa

Fig. 7.C.7 - Pressure cross section

The ‘slab’ geometry model assumes rectangular matrix blocks, which is what we have been
considering so far with the double-porosity PSS models. The ‘spheres’ model, physically
realistic or not, represents another simple geometry with which to define the boundary
conditions for the mathematical solution. It is difficult to visualize a reservoir consisting of
spherical matrix blocks, but perhaps due to fluid movements over geological time the fissure
network can become ‘vuggy’ and the edges of the matrix blocks rounded. Double-porosity data
sets sometimes match the ‘spheres’ model better than any other. As before, our mathematical
models may not be an accurate representation of what nature has provided in the reservoir,
but the performance from these models is very close to the measured pressures from these
wells. Below is a loglog plot of a buildup in a double porosity transient behavior reservoir.
Unfortunately the test stopped in the middle of the transition.
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Fig. 7.C.8 - Double porosity transient behavior
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The following figure illustrates the difference between the ‘slab’ and ‘sphere’ blocks, the
difference is small.
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Fig. 7.C.9 - Slab/Sphere matrix blocks

As shown in the following plots, the fissure system radial flow is very short-lived, and in
practice is not seen. At the deepest point in the transition, the semi-log slope/derivative value
is half of the total system radial flow value. o in this model has a more subtle effect on the
shape of the derivative, and L defines the time at which the response transitions to total
system IARF.
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Fig. 7.C.10 - Slab matrix blocks influence of w
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Fig. 7.C.11 - Slab matrix blocks influence of 1

7.C.3 Specialized analysis

There are theoretically two IARF stabilizations on the pressure derivative, hence two parallel
straight lines on the semilog plot; the first is almost invariably obscured by wellbore storage.

If seen, the two lines would each correspond to k¢h, radial flow in the fissure system, as in the
first case only the fissure system is producing. In the second case, although the total system is
producing, any pressure differential between the matrix blocks and the fissure system is now
negligible, and the only pressure drop in the system is in the fissures, as fluids flow to the
wellbore. Imagine a droplet of oil in a matrix block 50 meters from the wellbore; it lazily
travels a few centimeters to enter the fissure system, expelled by a negligible Ap, and then
travels 50 meters through the fissure network, accelerating as it approaches the wellbore as
the pressure gradient increases and flow area decreases. It is this pressure gradient, in the
fissure system that creates the measured wellbore response.

In case the two straight lines are seen in the response, semilog specialized analysis can also
yield information about ® and L. o is evaluated using the vertical separation of the two straight
lines;

_®
o=10"

and A is evaluated using the time of the middle of the straight line through the transition;

wln 1
— 2
(0] CDIUCtrw

A=
0.000264k At




Dynamic Data Analysis - v4.12.03 - © KAPPA 1988-2012 Chapter 7 - Reservoir models - p248/558

An example of this type of analysis, easily performed using Saphir, is illustrated below.
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Fig. 7.C.12 — Double porosity PSS semilog analysis

7.C.4 Effect of wellbore storage

Wellbore storage will invariably mask the fissure response in the double porosity reservoir. The
transition can thereby easily be misdiagnosed and the whole interpretation effort can be
jeopardized. However, there are some lifelines that can save the day.

Typically there will be a negative skin associated with the double porosity reservoir where no
negative skin was expected. The wellbore storage constant also tend to show a value which is
unusually high and reflects the increase in the wellbore volume that the direct communication
to the fissures and fractures sets up.

Illustrated below is a plot that demonstrates how the early time fissure response and transition
is affected by an increasing wellbore storage coefficient. At higher wellbore storage coefficients
even the whole transition period may be lost.
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Fig. 7.C.13 - Double porosity PSS, influence of wellbore storage

7.C.5 Skin

Positive skin has no influence on the derivative and hence no influence on the transition thus
no diagnostic feature is lost.

Highly negative skin will distort the early time response of both the derivative and the pressure
change, the response approaches that of an infinite conductivity and linear flow can be seen to
develop before the fissure system is in infinite acting radial flow.

See the below figure.
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Fig. 7.C.14 - Double porosity, influence of skin
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7.D Extensions of the double-porosity reservoir

7.D.1 Multiple porosities

The two families of double-porosity models are very different in behavior. The Pseudo-Steady
state behavior starts with pure fissure flow, followed by an abrupt transition between the
fissure and the total flow, characterized by a valley in the derivative response. The transient
flow behavior (slab or sphere) will move immediately into transition, and this transition will be
relatively smooth. In many cases, the behavior of naturally fractured formations, when seen,
will be intermediate between the sharp and the smooth versions of these models. This is why
several attempts were made to smooth the PSS model or sharpen the transient models.

7.D.2 Hypothesis

Pseudo-Steady State with multiple porosities

To extend the double porosity PSS solution one can consider matrix blocks of different sizes. In
the following case we will considers only two different matrix blocks.
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Fig. 7.D.1 - Triple porosity PSS
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o is still defined as the fraction of the interconnected pore volume occupied by the fissures.
Each series of matrix blocks has its own value of A (i.e. A; and X,), corresponding to different
transition times, and each subtype of blocks will occupy a different fraction of the total matrix
pore space. We will define §; the fraction of the matrix pore space occupied by the first series
of blocks with respect to the total block storativity:

_ (@Ve),
P (ove,)

1+2

Transient double porosity with skin

An extension to the double porosity transient flow model is to add skin to the matrix face. The
notion of spheres and slabs is still valid and o and A have the same definitions as before. The
below figure illustrates the schematic of the model.

[] ’*i O O
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Fig. 7.D.2 - Transient model with matrix block skin
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7.D.3 Loglog behavior

The following figure shows a typical response on the loglog plot. If an appropriate choice of the
parameters and parameter ratios has been made it will allow the observation of a triple
heterogeneous behavior. The first dip in the derivative is caused by the transition from the
smaller sized block system to the fissures. The second dip in the derivative is only seen if the
contrast of the interporosity flow coefficients of the two block systems is large enough.

For a constant o value, the smaller the §; value, the smaller the first dip and the greater the
second.
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Fig. 7.D.3 — Triple porosity PSS response

Although this geological setting can easily be observed in real life the parameters governing
this model is usually such that the two distinct transitions and valleys are not observed, in
most cases only one transition valley is seen.

The following figure illustrates that adding skin to the matrix face the transient solution
approaches that of the PSS double porosity response.
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Fig. 7.D.4 — Transient double porosity, matrix blocks skin
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7.D.4 Effect of wellbore storage

In the PSS model any wellbore storage will mask the first transition; as some wellbore storage
is invariably present this means that in practice the first transition in such a system will very
rarely be observed. See the following figure.
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Ap=1e-7 s

1000 ~ /
100?1
/ \ N C =1 stb/psi
10 NS C=0.1sth/psi
/ / / x\ C = 0.01 stb/psi

Q C = 0.001 stb/psi
No storage

1E3  0.01 01 1 10 100

Fig. 7.D.5 — PSS influence of wellbore storage

The transient model with matrix skin will only be affected by significant wellbore storage which
is illustrated by the following figure.

®=0.1
A =1e-7 4
matrix skin=2

1000

N

10//;{/
A4

100}

/
C =1 stb/psi
N_ T C=0.1stb/psi —
/ \\\ C = 0.01 stb/psi
\ C = 0.001 stb/psi
AN AT T \ No storage
1E-3  0.01 0.1 1 10 100

Fig. 7.D.6 - Transient, influence of wellbore storage
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7.D.5 Effect of skin

The Bourdet derivative is not affected by the skin, except at very early time when the skin
becomes very negative. In this case the behavior is similar to that of a fracture and linear flow
in the fissure system may develop.

The below figure illustrates the model behavior with different skin values for the ‘triple
porosity’ PSS reservoir.

1000E s=0

100

10 o =0.01

5,=0.1
A =1e-6
Ap=1e-7 o o o o o
1E-3 0.01 0.1 1 10 100

Fig. 7.D.7 — PSS influence of skin

Following we show the influence of the model skin (the skin acting between the well and the
fissures) on the transient model with a constant matrix skin of 2 (the skin acting between the
matrix blocks and the fissures).

o=01
A =1e-7
| matrix skin=2 |
— S =5
1000 s=o =
5 /_—.———f
I _ =
» S=-5

100

7‘

0.01 0.1 1 10 100

Fig. 7.D.8 — Transient, influence of skin
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7.E  Double-permeability reservoirs
7.E.1 Hypothesis

When is a layered reservoir not a layered reservoir? When each layer has the same properties,
in which case the behavior of the system will be the equivalent behavior of the summed
interval, it is homogeneous. However, the most pertinent question to ask is probably: “"Does a
homogeneous reservoir really exist? Just by the nature of the deposits would not most
reservoirs be layered?”.

Fortunately we know how to deal with layered systems.

In the double-permeability (2K) analytical model assumption the reservoir consists of two
layers of different permeabilities, each of which may be perforated (contributing) or not.
Crossflow between the layers is proportional to the pressure difference between them.

> > il <« O
® > R X
—> —> ::"4— <+
A’* + LI ] * * @
— —> |} e — <
1-0 e 1-K
—> —> 1 «—

Fig. 7.E.1 — Double permeability reservoir

Making the comparison with the double-porosity PSS model, » and A have equivalent
meanings. Adding one more leading parameter will describe the analytical model:

(), e (k)
“T Vo) +Vac), 7T k), + (kh),

o, layer storativity ratio, is the fraction of interconnected pore volume occupied by layer 1, and
A, inter-layer flow parameter, describes the ability of flow between the layers. In addition
another coefficient is introduced: « is the ratio of the permeability-thickness product of the first
layer to the total of both:

(kh),
(kh), + (kh),

Generally the high permeability layer is considered as layer 1, so k will be close to 1. At early
time there is no pressure difference between the layers and the system behaves as 2
comingled homogeneous layers without crossflow. As the most permeable layer produces more
rapidly than the less permeable layer, a pressure difference develops between the layers and
crossflow begins to occur. Usually the semi permeable wall hypothesis is applied and X is
dependent upon the thickness of the wall, its vertical permeability and the individual vertical
permeability of the layers:
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2
,1:% h 2 h
27.+i+72
kz kzl kzZ

Assuming that the vertical permeability in the layers is the same, if no semi permeable wall or
skin is present then:

k, =kh

s>
N |

Eventually the system behaves again as a homogeneous reservoir, with the total kh and
storativity of the 2 layers.

A transitional dip is governed by o and A, which have the same effect as in the double porosity
models, and k, which reduces the depth of the dip as « decreases. If k=1 then k,=0 and the
properties of the low permeability layer is equivalent to that of the matrix blocks of a double
porosity system and can only be produced by cross flowing to the high-permeability layer,
equivalent to the fissure system in the double porosity model PSS.

7.E.2 Loglog behavior

The below figure illustrates the response in a well tested in a two layered system.

wellbore
storage

1000¢
' IARF
(k1h4 + kshy)

100}

10§
- transition
f(o, A, )
1E-3 0.01 0.1 1 10 100

Fig. 7.E.2 - Loglog plot

The following figures illustrate the sensitivity to the parameters o, A and k. Both layers are
perforated and can produce to the well.
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Fig. 7.E.5 - Influence of «
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7.E.3 Effect of wellbore storage

Wellbore storage will mask the transition. This is illustrated in the following figure.

hY
L

: ,

[ A=1e-7 ’

[ ©=0.1 /’ ‘\ unit slope
l «=0.99 ’

1000}

100¢ - / _
C =1 stb/psi
C = 0. 1 stb/psi
/ C = 0.01 stb/psi
0.01 0.1 1 10 100

Fig. 7.E.6 — Influence of wellbore storage

7.E.4 Skin

Varying the skin in layer 2 has little or no impact on the model behavior as illustrated below.

A=1e-7

»=0.1

k=0.99
1000 =
100 —— 1 [ 1

sl
S2=0
10 \S2=100

Fig. 7.E.7 — Influence of skin (S2)

However varying the skin in the high permeability layer sets up a totally different response and
describes a different well configuration by using a reservoir model. The well could be
perforated in the low permeability layer only or the high permeability layer could have been
plugged at the well inducing a considerable skin. In this way the high permeability layer can
only contribute to the production through reservoir cross flow to the lower permeability layer.
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This is a scenario similar to that of limited entry or partial penetration, but in this case
spherical flow will not quite develop. This well and reservoir configuration can easily be
analyzed using the double permeability model by increasing the skin in layer 1 to simulate the
high skin, plugging or non perforation of this layer. The below figure illustrates the behavior of
the model as the skin in the high permeability layer increases.

F A =1e7
- ©=0.1
= 0.99

10000 —

lumpm———"

1000

100}

Fig. 7.E.8 - Influence of skin (51)

7.E.5 Field examples

To illustrate two real examples and their model match we present a classical double
permeability response and a real example where the higher permeability layer was plugged.
Later this diagnostic was confirmed by a production log and remedial action was successfully
taken.

P 7
p N unit slope ’z'/\ unit slope
100 g 1000 g
l/ g
’I
10 100
IARF
1 / Ave 10 — -
transition
1E-4 1E-3 0.01 0.1 1 10 1E-3 0.01 0.1 1 10 100
Fig. 7.E.9 - Classic double permeability Fig. 7.E.10 - Double permeability layer 1

damaged
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7.F Extension of double-permeability reservoirs

7.F.1 Multiple layers
The double permeability model can easily be extended to n-layers.

The two layer model can be applied to many cases in the measure that it is frequently possible
to split a multilayer formation into two packs of layers and treat this as an equivalent two layer
system. However, this may become an oversimplification and the use of more layers in the
model can be necessary.

The same principle used in the double permeability solution can be directly extended to more
than two layers.

w —» —» EE;!— -+ S
M 4 & s 4 4
2 —» —r::?--l— -+ @
o o K2
Az 4 & BB 4 A G
1-01-02 —p —» g oS +— 4
' 1 1-K1-K2

Fig. 7.F.1 - Three layers

The parameters already defined for the two layer case are extended to layer i:

w;, layer storativity ratio, is the fraction of interconnected pore volume occupied by layer (i)
with respecti+1 to the total pore volume

(V(Dct )i

J
A, inter-layer flow parameter, describes the ability of flow between the layer i and i+1:

,  (kh)
f o —(kh>i(+ <)kh>

i+1
ki is the ratio of the permeability-thickness product of the layer i to the total layers kh:

i_Zkhj

In this type of multi-permeability system one can expect to see as many heterogeneous
responses as we have dual systems. This is as long as the parameters governing the
heterogeneity are sufficiently different to not masked one another.
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The below figure illustrates the behavior of a three layered model with cross flow. At early
time, the layers are producing independently and the behavior corresponds to three layers
producing without crossflow. When the first interlayer crossflow starts (interface with the
greater L. value), a transition period is observed, shown by an inflection in the pressure
response and a valley in the derivative.

After this first transition, the derivative comes back to its IARF stabilization and then exhibits a
second transition. After all the transitions the reservoir acts as a homogeneous medium with
total kh and storativity.

In the example only one parameter ,, changes the overall shape of the response as an
increase in o, implies a decrease in w3, therefore an inversion of contrast.

w,=(1-o -o,)and k, =(1-x, —x,)

1000 K, = 0.09 S——

100

7

10}

1E-3 0.01 0.1 1 10 100
Fig. 7.F.2 — Three layers

The three layered model demonstrated here is part of the Saphir external model library. In this
library also exists a 4 layered model with cross flow.

7.F.2 Numerical double permeability

The analytical double permeability model can easily be reproduced by a numerical multilayer
model allowing cross flow. It suffices to define a leakage factor between the layers. The layers
are isotropic and the vertical permeability is equivalent to the harmonic average of the layer
permeabilities:

K, _(h+hy)

And the relationship with A is:
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The leakage factor has a value between 1 (full leakage) and 0 (no cross flow).

The use of numerical models to simulate complex layered formations is detailed in the chapter
‘Multilayered models’.

Each layer can produce to the well or be completely blocked off thus only producing through
cross flow.

The below figures illustrates the response of the numerical simulator with two layers with
various leakage factors and the response when the high permeable layer has been selectively
shut off (this is a feature of the numerical multilayered model, one can selectively shut off or
open individual layers for flow to the well).
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h, =10 ft
k,=1mD
| h, =100 ft
100 L =10 % l
10 e S P S ——— —=
leakage 0.1
1 leakage 1 —
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Fig. 7.F.3 — Numerical two layers both producing to the well

F k,= 1000 mD
[ hy =10 ft

[ k,=10 mD
h, = 100 ft
1000 ®=10%

—T

/ leakage 0.1
leakage 1 ——
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1E-3 0.01 0.1 1 10 100
Fig. 7.F.4 — Numerical two layers, high permeability layer shut off
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7.G  Multilayered reservoirs

In this section we will present the multilayered analytical model and briefly describe the
multilayer numerical solution available in the KAPPA suite of programs. As opposed to the
double permeability solution presented earlier in this chapter, the multilayer analytical model
assumes that the layers produces comingled to the well without any reservoir cross flow. This
assumption is crucial and fundamental and leads us immediately to kill one of the biggest
myths in well testing of multilayered reservoir:

If the layers are homogenous and infinite and even if the initial pressures of each layer is
different we will not be able to differentiate the behavior of each layer in the common pressure
response measure in the wellbore. The response measured at the pressure gauge is simply the
global response.

Now, any text book with some respect for itself will invariably present a pressure response that
wonderfully show the behavior of at least two and sometimes several layers. And this is
possible if one or several of the layers are bounded. The boundaries are described in more
detail in the chapter on ‘Boundary models’, however we show below the response of a two
layered system where one layer is infinite and the other layer is just a small sand lens. And,
yes, the first stabilization of the derivative corresponds to the total kh, the second level
corresponds to the permeability thickness product of the infinite layer. The unit slope response
in the middle of this buildup reflects the bounded layer and the distance (to the boundaries)
can be deduced. This type of behavior can also easily be described by a composite model as it
is a limiting case of the radial composite model, so the reader be aware.

rd y
g
’
rd
A”R units
~ WB
,/
1000¢ P
i e e
[ /‘,’++++,|.|-I+H'H‘H 23 i R,
L ViR
A @gré@
100; T g S
7 ol g
‘: ---------------- %()—&--ﬁ--
£ >
2
10 'ARF /', infinite layer —
total kh 4
S bounded layer
a influence
o unit slope
1E-3 0.01 0.1 1 10 100

Fig. 7.G.1 - Two layers, one layer bounded the other infinite

To reiterate on the above observations, the behavior of any multilayered system as long as
each layer is homogeneous and infinite acting, the model response will be an equivalent global
response with early time wellbore storage and a global stabilization at the level of total kh;

(kh)total = zki hi
i1

With total skin S, = Z Sikihi
i=1 (kh)total
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7.G.1 Hypothesis

The reservoir has n layers; each layer can have a well model as the well models already
described in the chapter on ‘Well models’. The reservoir model of each layer can be any of the
reservoir models already presented in this chapter and each layer can have boundary
configurations as those presented in the chapter on ‘Boundary models’. The initial pressure Pi
can be different from layer to layer.

The analytical model does not allow any cross flow between the layers in the reservoir thus the
production to the well is comingled. Cross flow between layers is allowed in well.

The total behavior of each model will be a superposition of each layer behavior, thus it is far
too complex to generalize the model behavior in a similar manner compared to that done with
the other reservoir models described elsewhere in this chapter.

The concept of pattern recognition and the identification of the different flowregimes during a
flow period to be analyzed is no longer a straight forward task. The notion of solving the
‘inverse’ problem is no longer an issue. In order for the engineer to come up with a plausible
answer to the problem he has to rely more heavily on other results and measurements done in
the well. Open hole logging, cores and seismic are some of the data that will and has to
influence the model choice and the final interpretation.

And finally, the layer contributions; this can be the individual rate of each layer or a
combination of rates at different stations in the wellbore. Without the layer rates the engineer
is faced with a task he can rarely win.

But we are the bearer of good news; the multilayer model can include the individual layer
rates or a combination of different layer contributions. And the best news is that the layer
rates or transient layer rates can be taken into account when optimizing the solution with non
linear regression. In fact the only way to give a solution a proper chance is to include the layer
rates in the object function thus optimizing with the layer rates becomes a part of the method
for solving the multilayer transient test problem.

So, the bad news is that without production logging, PTA with the objective to assign individual
reservoir characteristics and skin to each layer is virtually impossible with any confidence. Not
knowing the layer contributions will open a ‘Pandora box’ that is so full of different models and
leading parameters of which any combination can produce the same response, that it may
become impossible to make a reasonable choice.

In fact the problem is expanded to what we are often up against with even simpler models; the
solution is very far from unique.

As already stated the model response will be a superposition of the different well and
reservoirs models assigned to each layer thus it is impossible to describe this in any detail over
a few pages. The model response of the various well models is covered in the chapter on ‘Well
models’, the reservoir responses are covered in this chapter, and the boundary responses are
covered in the chapter on ‘Boundary models’.

We will however, in the following section, describe how we build a multilayer model in the PTA
(Saphir) or PA (Topaze) KAPPA suite of programs.
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7.G.2 How to build a multilayer model

The first task is to define the number of layers and their thickness. At the same time one can
define if the layer rates or the layer contributions are reported at surface or downhole
conditions. A word of advice here; in the KAPPA suite of software (Topaze and Saphir) the
layer contribution is identical to the individual layer rate and layer rates are the rates
measured at the top of each layer i. e. the depth cumulative rate.

Layer information

Mumber of lapers | [E W Surface lager rates

# Name h

1 Layer 1 200
2 Layer 2 100
3 Layer3 40

EE Help ‘

Cancel | QK ‘

Fig. 7.G.2 — Defining the geometry and flowrate conditions

The layer rates will have to be loaded either as a compatible file, from Emeraude or by hand.
The rate is usually measured during production logging and can be transient stationary rates
versus time or is the result of a production log versus depth interpretation, such as provided
using Emeraude.

Edit Layer Rates
# Contribution | Layer Rates 1 - (Stab) | Layer Rates 2 - (Stab)| Layer Rates 3 - (Stab}
1 Layer 1 I3 r r
2 Layer2 r 2 r
3 Layer 3 r r 2
Laad.. Stabilized G ‘ From Emeraude ‘
Surface rates expected Help Cancel

Fig. 7.G.3 — Defining the layer rates

The next step is to define the layer’s well, reservoir and boundary model and the layer
characteristics.
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Multi-Layer Model
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Fig. 7.G.4 - Defining the model and characteristics

Layer name |h k kh Phi PhiCth |% k.h % Phi.Ct.h
ft md md. ft f.psi-1
Layer 1 200 122084 | 284189 |01 8E5 19.2859 | 58.8235
Layer 2 100 545416 | 546416 |01 3ES 2431581 | 294118
Layer 3 a0 241 81 957238 |01 12E8 763982 | 11.7647
All Layers | ftotal) (average) | (total) {average) | (fotal) total) ftotal)
340 37.2367 | 126605 | 0.1 1.02E4 | 100 100

Fig. 7.G.5 - List of layer characteristics

Generate the model and adjust the parameters by hand or run the improve option. To add the
layer rates in the objective function of the nonlinear regression the optimization is carried out
on the history (simulation) plot.

Multi-layer improve

Parameter | Minimum|  Value | Maximui
Layer 1

skn [ [ 0 [ szmss [ 10
Layer 1 k 7 | 3716423 | 122084 | 316423

| Skin ~ -10 505802 10
| k ¥ | 318423 5.46416 316.423

alm QI_;hEEI Skin #| -0 5.91699 10

g

k[ ] 3.3 ] 2eie | 316423

1~ Imprave Setting Wellbore & other reservoir parameters
Improve on © loglog Pi | r | 494 827 ‘ 5000 | 494827
& simulation C 1.11475E- | 0.00102215 | 0.011147

W include constraints  (T)| ¥ includs layer rates @
F impose pi I wide search &)

™ confidence intervals

Select Regression Foints Hop | Cacel | Run

Fig. 7.G.6 — Running improve including layer rates



Dynamic Data Analysis - v4.12.03 - © KAPPA 1988-2012 Chapter 7 - Reservoir models - p267/558

URR—
100
IARF
khsotan)
10 %
1E-4 1E-3 0.01 0.1 1 10

Fig. 7.G.7 — Multilayer model match
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Fig. 7.G.8 - Layer contribution match

A numerical multilayer model is also available. The numerical model is more flexible and allows
cross flow in the reservoir. This is defined either as a leakage factor, an equivalent vertical
permeability or the classical lambda coefficient of a double permeability reservoir. Each layer
can also be specified as perforated (communicating with the well) or not.

There are various multilayer tests subject to pressure transient analysis; all of the tests involve
in a form or another, the use of production logging tools to capture the production of the
layers. These tests and their analysis approach is cover in the chapter on ‘PTA - Special test
operations’.



Dynamic Data Analysis - v4.12.03 - © KAPPA 1988-2012 Chapter 7 - Reservoir models - p268/558

7.H Composite reservoirs
7.H.1 Hypothesis

Up to this point the models assumptions were uniform with constant saturations, mobility and
effective permeability. In most cases this assumption is valid within the time limits of a well
test and radius of investigation. However, in some cases it will be necessary to consider a
variation in the mobility in the lateral direction.

The most common cases where one can observe a change in mobility in the reservoir area are:
e Injection of a fluid different to the reservoir fluid

e Change in saturation due to an aquifer

e Change in saturation due to a gas cap

e Change in lateral saturation due to production below bubble or dew point

e Compartmentalization

e Facies changes

e Actual changes in reservoir characteristics (k, @)

The analytical solutions which model these cases are called composite models. Their geometry
is quite straightforward and they are governed by two simple parameters.

The most common analytical composite models are the radial and the linear composite. The
radial composite geometry is centered at the well, and r; is the radius of the inner
compartment.

2 12
1
o——1F01 o———
Fig. 7.H.1 — Radial composite reservoir Fig. 7.H.2 — Linear composite reservoir

For the linear composite reservoir (of infinite extent), the corresponding parameter will be L;,
the distance from the well to the mobility change.
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When one reference is chosen, the properties of the other compartment are calculated from
the first using two parameters:

The mobility ratio M = (k/u); / (k/n)>
The diffusivity ratio D = (k/®uc); / (K/dpcy);.
It is interesting to introduce the ratio M/D = (®c¢); / (DCt)».

We see that the ratio M/D represents the compressibility ratio which is often taken, as a first
approximation, equal to 1 when both fluids are of the same.

Below we illustrate the pressure profile for a radial and a linear composite reservoir. At the
composite interface, there is no pressure loss but a change in the pressure gradient. The flux
on both sides is the same, but because the mobility is different Darcy’s law will give two
different pressure gradients.

At early time, the pressure will diffuse in compartment 1 only, and the behavior will be
homogeneous. When the composite limit is detected, there will be a change of apparent
mobility and diffusivity.

Fig. 7.H.3 - Radial composite pressure Fig. 7.H.4 - Linear composite pressure profile
profile

With the radial composite reservoir, the apparent mobility and diffusivity will move from the
inner values (compartment 1) to the outer values (compartment 2), the final mobility will be
that or compartment 2. For the linear composite reservoir, after the transition, the final
apparent mobility and diffusivity will be the average of compartments 1 and 2.
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7.H.2 Loglog behavior

The following figure illustrates the response (buildup) of a typical well in a (radial) composite

reservoir.
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Fig. 7.H.5 — Radial composite buildup response

The following figures show the loglog response of a radial composite reservoir with constant
distance to the interface and several values of M=D. The time at which the derivative deviates
from the initial IARF (compartment 1) to the final IARF (compartment 2) is linked to r; with the
same relation as for a sealing or constant pressure boundary. The ratio between the final and
initial derivative level will be that of the ratio between the initial and the final mobility, equal to
M. When M=D=1, the response is obviously homogeneous.
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Fig. 7.H.6 - Loglog response, radial composite
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Below is the loglog responses for the same parameters, but now in a linear composite
reservoir. The final stabilization corresponding to the average of compartments 1 and 2, the
transition will be smoother, and it is easy to show that the ratio between the final and initial
derivative level will be 2M/(M+1).

When M tends to infinity, i.e. the permeability of the outer compartment tends to zero; this
ratio will tend to 2. This corresponds to the particular case of a sealing fault. When M tends to
zero, the permeability of the outer compartment tends to infinity and the pressure will be
sustained at initial pressure at the boundary. This is the particular case of a constant pressure
linear boundary.

__54
1000
IARF inner zone
100 l —_—
M=D= 10 [ —
10 M=D= 2 /
M=D= 1 /
M=D= 0.5
1E-3 0.01 0.1 1 10 100

Fig. 7.H.7 — Loglog response, linear composite

To illustrate the behavior of the model when mobility and diffusivity is no longer equal we have
generated the radial composite model under different scenarios.

Following is a figure where the mobility M is kept constant and varying the diffusivity ration D.
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100} wlv ——
M=1D=0.1
10§ M=1D=0.5"
i M=1 D=1/
I M=1D=2
o o . M=1 D=10 o o
1E-3 0.01 0.1 1 10 100

Fig. 7.H.8 - Loglog response, radial composite M+D
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Depending on the value of D, the derivative will deviate upwards (D<1) or downwards (D>1).
The response with a valley is qualitatively close to a double-porosity behavior. The difference
in shape comes from the fact that this change of storativity occurs in compartment 2 only,
while in the double-porosity model it occurs everywhere.

In the general case where M and D are different, the derivative will go from the IARF level of
the inner zone to the final level being a function of M only. There will be an upwards transition
when D<M and a downwards transition when D>M.

7.H.3 Specialized analysis

Theoretically the semilog plot will exhibit two straight lines, the first line corresponds to the
mobility in the inner zone, the second to the outer zone if the system is radial composite or the
average of the two zones in the case of linear composite. The ratio of the slopes will give M
(radial) or 2M/(M+1) (linear). For buildups the intercept of the second line can be extrapolated
to p*, while the skin will be given by the first straight line (inner zone) analysis.

M =m/m
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Fig. 7.H.9 - Semilog plot, radial composite

7.H.4 Effect of wellbore storage

Increasing the wellbore storage will mask the inner radial flow. The effect on the outer IARF is
negligible as this is a flow regime that happens at relative late time. See the below
illustrations.
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7.H.5 Skin

The skin can be evaluated using the classical semilog methods. The ‘inner zone’ radial flow will
give the well skin and the ‘outer zone’ radial flow will return a ‘total skin’. This ‘total skin’ is
defined by the two components:

1

1 r
S, =—8§, +|—-1|In—+
T M (inner zone) (M j r

w

When M<1 we say that the mobility increases at some point further away from the well and
often we consider that the inner zone as being damaged by invasion or other causes. This
gives rise to the concept of a skin with ‘dimensions’. The literature contains many examples of
this behavior, whether due to actual damage or some other phenomena such as changes in
fluids or geological facies. What the literature is missing is actual proof that remedial action
can in fact connect the better mobility reservoir directly to the well thus bypassing the ‘block’
and increase the well performance. See the section in this chapter on "When should we use a
composite model?”.

The following figure illustrates the model behavior with a changing well skin with M<1. A
positive skin has no influence on the Bourdet derivative. A negative skin will affect both the
derivative and the pressure change as the early time behavior approached the behavior of a
fracture.
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Fig. 7.H.12 - Influence of skin, M<1
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Below we show the skin behavior when M>1.
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Fig. 7.H.13 - Influence of skin, M>1

7.H.6 Extensions of the composite reservoir

The above composite models are used as simplified approaches to simulate fluid saturation
variations, facies changes and damage.

In some cases these assumptions may be too simplistic; e. g. when a producing well is
surrounded by multiple fluid annuli, due to particular PVT characteristics creating gas blocking
or condensate banks. There may be more than one distinct change in the facies properties. In
these cases several condition changes can take place close to the well and will require a
multiple radial change model.
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Fig. 7.H.14 - 3 zone radial composite Fig. 7.H.15 - 4 zone radial composite
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The parameters Mi and Di in the model have respectively the same definition as in the simple
model described above. The below figure illustrates the response where a four zone radial
composite model has been used.
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Fig. 7.H.16 — 4 zone radial composite

Now the question is, are these models really useful? Jumping forward and bearing in mind the
paragraph on ‘When should we use a composite model?’ in this chapter, the answer is yes, but
not in the hands of a novice interpreter. These models are certainly not to be used as a last
resort just to obtain a match for the sake of making the match only and ignoring the physical
implications that comes with the description of the model.

The obvious draw back that can make its use dubious is the fact that strictly speaking
everything has to be perfectly radial which in real life is clearly not the case. However, we have
to understand that when we use such models, and any analytical models for that matter, we
are looking for an equivalent behavior. These models are particularly useful to describe
changes in fluid banks close to the well. Production can be close to or below the bubble point
pressure in a bubble point fluid and the gas saturation can vary radially away from the well.
Thus there can be zones with both movable and immovable gas governed by the critical
saturation. This can give rise to various zones of different mobilities and even gas blocking.

In a dew point type of fluid, different saturation fluid banks may build up around the well and
again give rise to a variation of the mobility.

The physical properties may very well change and even gradually change as the distance
increases from the well, thus a composite behavior is not only possible but common.

The below figures illustrates the changing mobility of a ‘gas block” matched with a multiple
zoned radial composite analytical model. The other figure illustrates the match of a response
cause by condensate ‘banking’ around the well.
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Fig. 7.H.17 - Gas blocking

7.H.7 Numerical models
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Fig. 7.H.18 - Condensate bank

Composite numerical models can be built easily and will, in most cases, represent real life
better than the analytical models. To many engineers the fact that a more real type of model is
used is more convincing than using the composite analytical models. The use of numerical
models to simulate complex composite reservoirs is detailed in the chapter on ‘Numerical

models’.

Following we show a typical numerical model with an unstructured Voronoi grid. The colors
indicate composite zones where the mobility ratio M, and diffusivity ratio D can be defined. The

loglog response is also illustrated.
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Fig. 7.H.19 - Numerical model
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7.H.8 When should we use a composite model?
7.H.8.a Changes of reservoir properties

In this case, the main physical changes are in the permeability and the porosity. M will reflect
the permeability ratio, and D the porosity ratio. An example of such a model is the numerical
simulation of the geological facies of the reservoir determined by geostatistics.

The use of the radial composite model can always be criticized as it is always highly unlikely
that the well has been drilled smack in the middle of a circular reservoir.

7.H.8.b Fluid front

The simplest case is the water injector. When the well is shut-in the pressure response can
behave as a radial composite reservoir, corresponding first, to the diffusion in water, then in
the original reservoir fluid. M and D can be adjusted to the changes in relative effective
permeability, viscosity and compressibility between water and the original fluid. The use of a
radial composite model is valid during the shut-in phase, where the phase front is stable.
During injection phases, the front is moving and the behavior will be different. The injection
response will behave like a homogeneous reservoir with water only, i.e. the displacement of
the phase front will mask the well from the original reservoir fluid.

7.H.8.c Gravel packs and the invaded zone

In such a scenario the classification of the composite model as a boundary effect is not proper,
the inner zone can correspond to the packed zone or the gravel pack, while the outer zone
represents the actual reservoir.

7.H.8.d Match any old weird response

Composite models are probably the most overused and misused models in the industry of well
testing. Because of its remarkable flexibility in matching just about any derivative signature,
the radial composite model, when combined with a changing wellbore storage model, is the
ultimate weapon to get rid of any tough interpretation problem by generating the perfect
match that will please everybody that knows nothing or too little about pressure transient
analysis. Worse, multiple composite models, where changes in diffusivities and mobilities can
be allocated at different distances, hence act at different times, gives no limit to our ability in
matching any response. If this is the way the model is used it is nothing more than fudging
and cheating. It just amounts to matching the transient well productivity index, and it is no
better than doing this with a simple spline.

Composite models only make sense if all parameters such as the location of the interface,
mobility change and diffusivity change are within acceptable ranges and can be explained. The
decision to use these models is the knowledge of the actual real conditions where composite
responses are expected, not that the data cannot be matched with other less flexible models.
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7.1 Reservoir anisotropies

In the past reservoir anisotropy was seldom considered in pressure transient analysis. As the
inclusion of these limiting effects in the analytical model is relatively simple, today most
analysis software have the option to include both horizontal and vertical anisotropy for
applicable models.

During infinite acting radial flow (IARF) the slope of the semilog plot and the level of the
pressure match in the loglog plot yields h,/kk, .

7.1.1 Vertical anisotropy

Vertical anisotropy typically comes into play in horizontal and limited entry wells. Vertical
anisotropy also affects the behavior of multilayered systems with cross flow in the reservoir.
Below is illustrated the sensitivity to the ratio of k,/k. in a limited entry, or partially
penetrating, well. Following we show the sensitivity of horizontal well behavior to vertical
anisotropy.
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7.1.2 Horizontal anisotropy

In a horizontal well the response will be dependent on the areal distribution of the
permeability. The effect is illustrated below where it can be easily seen that the ideal
permeability distribution is when the best permeability is perpendicular to the horizontal well.
In this case the permeability in the x direction is along the well and the highest productivity is
obtained when k,/k, <1.
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Fig. 7.1.3 - Horizontal well areal anisotropy

When the reservoir system is bounded, the time to ‘see’ a fault depends upon the directional
permeability. In the below example the one single fault that is simulated, is by default parallel
to the x direction in the reservoir (this default can be modified in the model dialog). An
increase in the y direction permeability (decrease of the ration k,/k,) will decrease the ‘time’
necessary to ‘see’ the fault.
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Fig. 7.1.4 - Model response single fault with horizontal anisotropy



Dynamic Data Analysis - v4.12.03 - © KAPPA 1988-2012 Chapter 7 - Reservoir models - p281/558

7. Analytical combinations of reservoir models

The heterogeneous models individually described in the previous sections can be combined in a
single analytical model. Not surprisingly, the resulting behavior will be a combination of the
individual behaviors, and may occur at completely different times if the parameters so dictate.

With respect to the KAPPA software suite, some model combinations were implemented as
external DLL's that may be connected to the applications on a needed basis. The reasons that
they were not made a part of the standard model catalog are summarized below.

e These are delicate models to use. They have so many leading parameters that, without
paying attention to the physics it is possible to force a match to do anything. Delivering the
solutions as external models allows client companies to control their distribution.

e The solutions are more complex and more rarely used and tested. They are therefore less
stable than simpler models that are part of the built-in capabilities of the applications.

7.J.1 Double permeability radial composite

Below we show the schematic and an example of the behavior for the combination of two
layers with cross flow in radial composite system. An example of the use of the model is a
reservoir with two zones that are hydraulically separated at the level of the well but connected
at a distance.
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Fig. 7.J.1 — Double permeability radial composite
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Fig. 7.J.2 - Double-permeability reservoir with radial composite zones
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7.J.2 Double permeability double porosity layers

The below figure show the schematic of double-porosity layers in a double permeability

reservoir, followed by the theoretical loglog response.

These models are only relevant if we know beforehand, from the petrophysics, that part or all

of the layered and composite system is naturally fractured and fissured.
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Fig. 7.J.3 — Double permeability double porosity
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Fig. 7.J.4 — Double-permeability reservoir with double-porosity layers

7.J.3 Double porosity radial composite

The below figure show the schematic of the hypothesis and an example of a calculated

response with the pressure change and the Bourdet derivative in the loglog plot.
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Fig. 7.J.5 — Radial composite double porosity
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Fig. 7.J.6 — Radial composite reservoir with double-porosity

7.J.4 Just a comment on the above described models

Such models should never be used just for the sake of matching any strange looking response.
There must be some evidence, some knowledge of the formation and fluids that would justify
such a choice. One should also not forget that there are far too many leading parameters in
the models so the concept of a solution to the ‘inverse’ problem is lost.
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8 — Boundaries
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8.A Introduction

In most well tests, and with most models used in pressure transient analysis, the first part of
the pressure response is dominated by wellbore effects and flow diffusion immediately around
the well. If the well is not fully penetrating the reservoir or not vertical, the early time
response is also affected by vertical flow from the top and bottom parts of the producing
interval. Then in most cases, but not always, the middle and/or late time pressure response
will be dominated by Infinite Acting Radial Flow (IARF), characterized by a stabilization of the
Bourdet derivative, where the average reservoir mobility (k/up) and the global well productivity,
total apparent Skin, may be assessed. In many well tests, the analysis will stop there and IARF
will be the final detected behavior.

But, should the reservoir be small enough, and should the test be long enough boundary
effects will be encountered during the test. This encounter may be accidental, deliberate, as in
reservoir limit testing, or inevitable in the case of long term production data.

This chapter covers the different types of boundaries, their respective pressure and derivative
behaviors and corresponding analysis methods. It also shows how apparent boundary effects
may be, in fact, be something else.

We will only consider boundaries that produce deviations from IARF, and we will not consider
the vertical limits of the producing interval. Physically this is a questionable option, as these
are boundaries too but for our methodology it makes sense. Upper and lower boundaries will
generally be considered in well models involving vertical 